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Cost-benefit analysis of 
age-specific deconfinement 
strategies1

Christian Gollier2

Date submitted: 24 May 2020; Date accepted: 27 May 2020

I calibrate a Multi-Risk SIR model on the covid pandemic to 
analyze the impact of the age-specific confinement and PCR testing 
policies on incomes and mortality. Two polar strategies emerge as 
potentially optimal. The suppression policy would crush the curve 
by confining 90% of the population for 4 months to eradicate the 
virus. The flatten-the-curve policy would reduce the confinement 
to 30% of the population for 5 months, followed by almost one year 
of free circulation of the virus to attain herd immunity without 
overwhelming hospitals. Both strategies yield a total cost of around 
15% of annual GDP when combining the economic cost of confinement 
with the value of lives lost. I show that hesitating between the 
two strategies can have a huge societal cost, in particular if the 
suppression policy is stopped too early. Because seniors are much 
more vulnerable, a simple recommendation emerges to shelter them 
as one deconfines young and middle-aged people in order to build our 
collective herd immunity. By doing so, one reduces the death toll of the 
pandemic together with the economic cost of the confinement, and the 
total cost is divided by a factor 2. I also show that expanding the mass 
testing capacity to screen people sent back to work has a large benefit 

1 I thank Nour Meddahi, Moritz Meyer-ter-Vehn, Laurent Miclo, Arnold Migus, Stefan Pollinger, the members of 
the French Academy of Medicine, and participants to the TSE webinar series on covid-19 for helpful comments. 
The research leading to these results has received the support from the ANR Grant Covid-Metrics.

2 Toulouse School of Economics, University of Toulouse-Capitole
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under various scenarios. This analysis is highly dependent upon 
deeply uncertain epidemiologic, sociological, economic and ethical 
parameters.
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1 Introduction
Because the covid-19 pandemic has huge economic consequences, it makes sense for economists
to explore the dynamics of this virus with the aim of searching for efficient public policies.
This reminds me what economists have been able to do in the field of climate economics over
the last four decades. I am neither an epidemiologist nor a climatologist, but I believe that
combining these fields with economics is important for the policy debate, given the key issue
of the economic cost of fighting the coronavirus or climate change.

In this paper, I explore a Multiple-Risk Susceptible-Infected-Recovered (MR-SIR) model
with heterogeneous citizens. People differ by their age, by the intensity of their social inter-
actions, by their ability to transmit the virus, and by their probability to be hospitalized or
to die. If infected, they can be symptomatic or not. Their reproduction rate is a function of
whether they are quarantined, confined or freed to live their life. PCR tests can be used to
detect infected people among the population of apparent susceptible people (asymptomatic
contagious people belong to this category). In my model, individual reproduction numbers,
and therefore the dynamics of the pandemic, depend upon the implemented public policy in
terms of the intensity of confinement and PCR testing, which can be age-specific. I compare
the merits of different intuitive public policies.

It is by now well recognized that the laissez-faire strategy is not an efficient solution, given
the high mortality rate of SARS-Cov-2 compared to the standard flu. With a herd immunity
attainable only with a rate of immunity around 80% and a mortality rate around 1%, this
strategy would kill 0.8% of the population, not taking account of the excess mortality due
to the overcrowding of hospitals under this scenario. In the absence of treatment or vaccine,
two families of health policies remain, the "suppression" (or "crush-the-curve") strategy and
the "flatten-the-curve" strategy. Suppression policies consist in imposing various rules such
as strict social distancing, mass testing, confinement of susceptible people and quarantine
of contagious people, with the aim to reduce the reproduction number as much as possible
below unity to crush the curve of infection. To illustrate, China has implemented such a
strategy around Wuhan, and Italy, Spain and France have used similar strategies until early
May 2020. Because the dynamics of the pandemic has an exponential nature, following such
a strategy until the full eradication of the virus in the population may takes time that most
pandemic models measure in months if not in years. The economic cost of the suppression
strategy could therefore be huge. The termination of the pandemic also requires a specific
method (testing-and-tracing) to eliminate the last clusters of infection.

The "flatten-the-curve" strategy consists in imposing much weaker restrictions in order to
reduce the speed of propagation of the virus so that the initial wave of infection is manageable
by the health care system. This is because the ICU capacity is limited, and its overcrowding
is known to dramatically increase the infected-fatality ratio of the pandemic. Stabilizing the
flow of hospitalizations requires a weaker confinement than in the suppression strategy, and
is therefore less economically costly. Under this family of policies, the population converges
towards herd immunity, whose level depends upon the intensity of the social restrictions. At
some date along this asymptotic herd immunity, the prevalence rate will become so small
that eradication can also be obtained with some form of testing-and-tracing method. In
spite of the preservation of the health-care system, flatten-the-curve strategies are expected
to impose a much larger death toll to the population since it requires that a large fraction of
the population to be infected sometimes during the pandemic.
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Age Class Prob[hospitalized if infected] Prob[deceased if infected]
0-18 0.10% 0.001%
19-64 2.00% 0.15%
65+ 12.27% 3.65%

Table 1: Estimation of the hospitalization rate and of the infection-fatality proportion by age
class in France. Source: Saltje et al. (2020) and INSEE.

To sum up, compared to crush-the-curve strategies, flattening the curve typically yields
more lives lost but a smaller GDP loss. Comparing the two families of policies from a welfare
point of view thus requires valuing lives. Within economics, this is a relatively consensual
issue. Outside economics, valuing lives is vastly rejected, in spite of the fact that public
institutions have been using a "value of statistical life" for at least four decades in the Western
world.1 In this paper, I follow the traditional approach used by health and environmental
economists in which health effects of the public policies under scrutiny are translated into
income equivalent. I discuss this specific issue in the context of the current pandemic in
Gollier (2020).

A striking feature of covid-19 is its huge differential health impact on human being across
different age classes, as shown in Table 1 for the case of France. If the objective is to minimize
the death toll or to make sure hospitals are not submerged, it is tempting to protect senior
people from the virus. The problem is that doing so marginally increases the mortality risk for
the younger generations, thereby raising the question of the relationship between the value of
life and age. In this paper, I value life to 60 years, 40 years and 20 years of annual GDP/cap
respectively for the young, middle-aged and senior people. I show that a strict lockdown of
the most vulnerable persons in our society during the most active phase of the pandemic
is an efficient policy to reduce both the death toll and the economic cost of the pandemic,
independent upon whether one pursue the suppression or the flatten-the-curve objective.

A few recent papers have supported similar age-targeted deconfinement strategies. Ace-
moglu, Chernozhukov, Werning and Whinston (2020) characterize two intertemporally opti-
mal exit strategies from lockdown, one in which the policy is constrained to be uniform across
age classes, and the other in which different age classes can be treated in a discriminated
way. They claim that 2.7 million lives could be saved in the United States by maintaining a
stricter confinement for the seniors.2 Favero, Ichino and Rustichini (2020) compare different
age-specific policies for Italy and come to the same conclusion of the overwhelming dominance
of confining elderly people longer. Fischer (2020) and Wilder et al. (2020) also support a
strong sheltering of the vulnerable persons. Brotherhood, Kircher, Santos and Tertilt (2020)
explore the impact of various confinement policies on the incentive of different age classes to
behave efficiently. All those models share the same fundamental structure of the MR-SIR
framework that I use in this paper.

1For more information, see for example Drèze (1962), Schelling (1968), Jones-Lee (1974), Shepard and
Zeckhauser (1984), Murphy and Topel (2006), Viscusi (2009), US-EPA (2010) and Quinet (2013).

2The paper of Acemoglu et al. (2020) has the great advantage to describe the Pareto frontier of efficient
policies. In this paper, I don’t search for an intertemporally optimal solution, but I compare different intuitive
strategies that have been used, or are expected to the used in the future.
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What did I learn from this analysis beyond the high social value of discriminating the
intensity of the confinement across different age classes? Several things in fact. First, I
learned that in the family of reasonable policies, there exists two polar solutions, one with
strong restrictions with the objective to crush the curve as soon as possible, and another
one with much milder restrictions just to flatten the curve. Under the calibration of my
MR-SIR model, the suppression strategy necessitates confining 90% of the entire population
for 125 days. The flatten-the-curve strategy imposes the confinement of 30% of the entire
population for six months, followed by almost a year of a low level of the virus prevalence
in the population. These two very different strategies yields a similar total cost around 15%
of annual GDP, which combines the economic cost of the confinement and the value of lives
lost.

Second, the planner should be strong in her policy choice. Hesitation and trembling hand
can have a high welfare cost. To illustrate this point, suppose that the country initially plan
to follow the suppression strategy of confining 90% of the population during 125 days. But
suppose that it changes her mind after t days of strong confinement to follow the flatten-the-
curve strategy in which only 30% of the population remains confined until herd immunity.
Figure ?? shows the relationship between the duration of the suppression strategy and the
total cost of the pandemic. For a zero duration, we have the best flatten-the-curve policy, and
for a 125-day duration, we have the best suppression strategy. But stopping short of the 125-
day duration of the suppression policy will generate a high-cost second wave of the pandemic.
I describe this dynamic in Figure 1 in the Appendix when abandoning the suppression policy
after 95 days, one month short of what is necessary to eradicate the virus. Switching to the
flatten-the-curve strategy a few days short of the 125 days dramatically increases the total
cost of the pandemic, which increases from 15% of annual GDP to around 24%, because of
the second wave of infection that this "trembling hand" policy generates.

Third, because of the coexistence of these two polar policies yielding similar total costs, an
important international coordination problem emerges. If all countries select the suppression
strategy except one which follows the flatten-the-curve strategy, this contrarian country will
impose a huge negative externality on the international community. Indeed, the suppression
strategy has this weakness to converge to a low rate of immunization, far away from the herd
immunity level in the absence of social distancing. Therefore, because flattening the curve
implies a much longer duration of the pandemic, the contrarian country imposes to other
countries the risk to export the virus, triggering a new worldwide wave of the pandemic.
The absence of coordination implies that countries implementing stronger confinement and
quarantine rules will have to limit their interactions (trade, human mobility) with other
countries, yielding potentially high additional costs that I do not count in this paper.

Fourth, I characterize the tradeoff between the strength and the duration of the confine-
ment. In the family of flatten-the-curve policies, stricter confinement rules delay the herd
immunization and increases the duration of the pandemic. In the family of suppression poli-
cies, stricter confinement rules speed up the eradictation of the virus and reduce the duration
of the pandemic. Thus, the relationship between the intensity of the confinement and the du-
ration of the pandemic is hump-shaped. This observation has important policy implications.
In particular, when implementing the suppression strategy, the stricter the confinement rules
the better.
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Figure 1: Dynamics of the pandemic when following the following strategy. After 21 days
of free circulation of the virus, 90% of the population is confined for 95 days. Rather than
maintaining this strong confinement until day 125 where the virus is fully eradicated, one
shifts to the best flatten-the curve strategy one month short of this duration. Under this new
flatten-the-curve strategy, a weak 30% confinement is established as soon as soon as the bed
occupancy in hospital attains 80% of capacity during the second wave. Full exit to lockdown
is decided when this occupancy rate goes below 20%.

Fifth, there is an obvious point to be made on the dominance of the mass testing strategy
over the mass confinement strategy, as claimed at the beginning of the pandemic by the World
Health Organization ("Test, test, test!").3 When the prevalence rate is 2%, it makes little
sense to confine everyone, just to make sure that these 2% will have a small reproduction
rate. If one could test all people exiting from lockdown, we could reduce the propagation
of the virus without imposing the huge cost of freezing the economy. I make this important
point in Section 7, since my model is able to simulate the impact of uniform or age-specific
testing strategies.

This pandemic simulation exercise heavily relies on the implicit assumptions of the MR-
SIR model and on the calibration of its parameters. Thus, my analysis is not more reliable
than the estimation of the epidemiologic, sociological, ethical and economic parameters that
feed it. As I write this paper, the uncertainty that surrounds many of these parameters
should impose circumspection. Who knows the rate of asymptomatic cases, the mortality
rate for the young, the immunization of the recovered, the impact of the weather, or the date
of arrival of a mass vaccine? This paper, as most others on the same subject, is based on the
absurd assumption of known parameters. My agenda in climate economics over the last two
decades has been to determine the impact of the uncertainty surrounding the parameters of
climate integrated-assessment models on the optimal climate policy. My agenda for the next
two months is to do the same thing for the covid policy, based on the uncertainty-free model
presented in this paper.

3https://www.reuters.com/article/us-healthcare-coronavirus-who/test-test-test-who-chiefs-coronavirus-
message-to-world-idUSKBN2132S4
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2 The MR-SIR model
In the spirit of Acemoglu et al. (2020) and Favero et al. (2020), I examine a simple SIR
model with multiple classes of individuals. The whole population is partitioned in J classes
j ∈ {1, ..., J}. The size of class j is denoted Nj . In this paper, I partition the population
by age classes, since age is an important characteristics that influence the covid mortality
risk and the intensity of social interactions. Each person is either Susceptible, Infected,
Recovered or Death, i.e., the health status of a person belongs to {S, I,R,D}. This implies
that Sj,t + Ij,t + Rj,t + Dj,t = Nj at all dates t ≥ 0, where Sj,t for example measures the
number of persons in class j that are susceptible at date t. The total number of infected
persons in the whole population at date t is denoted It =

∑
j Ij,t, and similarly for St, Rt and

Dt. Although, there is no certainty about this aspect of the covid pandemic at this stage, I
assume that recovered people are immunized. They are also all detected as such at no cost.

A susceptible person can be infected by meeting an infected person. Following the key
assumption of all SIR models, this number of new infections is assumed to be proportional to
the product of the densities of infected and susceptible persons in the population, weighted by
the intensity of their social interaction. Using the Multi-Risk (MR) version of SIR modeling,
and with no further justification, this is quantified as follows:

Si,t+1 − Si,t = −

 J∑
j=1

βijtIj,t

Si,t. (1)

I will soon describe how βijt, which measures the intensity of the risk of contagion of a
susceptible person in class i by an infected person in class j at date t, is related to the social
interactions between these two groups and by the confinement and testing policy. Once
infected, a person of class i quits this health state at rate γi, so that the dynamics of the
infection satisfies the following equation:

Ii,t+1 − Ii,t =

 J∑
j=1

βijtIj,t

Si,t − γiIi,t. (2)

There are two exit doors to the infected status: One can either recover or die. The mortality
rate among the infected persons of class i at date t is denoted πi. It may be a function of the
total number of infected people in the whole population. So, we have

Ri,t+1 −Ri,t = (1− πi(It))γiIi,t (3)

Di,t+1 −Di,t = πi(It)γiIi,t. (4)

The pandemic starts at date t = 0 with εj infected persons and Nj − εj susceptible persons
in class j, j ∈ {1, ..., J}.

Consider an infected person in class j. How many persons will he infect in period [t, t+1]?
The answer is

∑
i βijtSi,t. Because on average such a person remains infected during 1/γi

periods, we can conclude that the reproduction number in class j at date t equals

<jt =
∑J

i=1 βijtSi,t

γj
. (5)
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A fraction κj of the infected people in class j are asymptomatic. In the absence of PCR
test, they cannot be identified within the population Ŝj,t = Sj,t + κjIj,t of "apparently sus-
ceptible" persons in class j. All symptomatic persons are quarantined, whereas all recovered
persons are freed from any constraint. What about the apparently susceptible persons? I
examine two policy instruments. A fraction ajt of Ŝj,t is PCR tested. I assume no error
in the test. People tested positive are quarantined, whereas the others are freed from any
constraint for period [t, t + 1]. Another fraction bjt remains confined during that period.
The remaining fraction 1− ajt − bjt is freed from any lockdown constraint during the period
in spite of their uncertain health state. As in Acemoglu et al. (2020), I assume that the
confinement is imperfect in the sense that a fraction 1 − θj of the confined people in class
j ignores the constraints. As a consequence, among susceptible persons in class i, the true
number of susceptible persons in that class who behave as confined is θibit at date t. Among
the infected persons in class j at date t, a proportion

• κjajt + 1− κj is quarantined;

• κjθjbjt is effectively confined;

• κj(1− ajt − θjbjt) is freed from the lockdown, or behaves in that way.

The intrinsic degrees (βq, βc, βf ) of contagion of an infected person depends upon whether
she is quarantined (q), confined (c) or freed (f), with βq < βc < βf . Let αij denote the
relative intensity of social interactions between a susceptible person of class i and an infected
person of class j. Thus, the intensity of the contagion of a susceptible person in class i by an
infected person in class j at date t equals

βijt = αij

(
βq(κjajt + 1− κj) + βcκjθjbjt + βfκj(1− ajt − θjbjt)

)
(1− θibit) (6)

For example, in the laissez-faire policy (a = b = 0), all susceptible persons work, together with
all asymptomatic infected persons, whereas the symptomatic ones are quarantined. Thus,
equation (6) this simplifies to

βijt = αij(βq(1− κj) + βfκj). (7)

An important feature of equation (6) is that the intensity of the contagion between age classes
i and j is a quadratic form of the confinement intensities bi and bj . In the case of a uniform
confinement rule, the intensity of contagion is quadratic in the intensity b of confinement.
This is due to the fact that the lockdown reduces the interaction from both sides, infected
and susceptible.

How can we compare different policies in relation to their welfare impacts? Two dimen-
sions should be taken into account. First, life is valuable, so death has a welfare cost. Let me
associate a cost `j to the death of a person in age class j. The pandemic has also an economic
cost associated to the deaths, quarantines, confinements and testing during the pandemic. I
assume that quarantined people are unable to work. A fraction ξj of confined people in class
j can telework. The value loss of a person in class j that cannot work is denoted wj . For
workers, wj can be interpreted as their labour income. For young people, it’s the lost human
capital due to the reduced quality of their education during lockdown. For the retired people,
it’s the value of their contributions to the common good. We must also take account of the
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economic cost of mass testing. In total, assuming a unit cost of PCR test equaling p, the
economic loss of the pandemic in class j is measured as follow:

Wj = p

∫ T

0
ajtŜj,tdt+ wj

(
(1− ξj)

∫ T

0
bjtSj,tdt

+
∫ T

0
(κj(ajt + (1− ξj)bjt) + 1− κj)Ij,tdt+

∫ T

0
Dj,tdt

)
, (8)

where T is the time horizon of the social planner, for example the discovery of a vaccine or
a treatment. The total loss is thus equal to

L =
J∑

j=1

(
`jDj,T +Wj

)
. (9)

A key dimension of the health policy during a pandemic is the risk of overcrowding the
health care system facing limited capacities in beds, ICUs or respirators for example. I
summarize this capacity problem by a capacity limit on covid beds in hospitals. I assume
that a fraction hj < 1 − κj of infected people in class j faces an acute version of the virus
and requires a bed to receive an efficient health care. If the overall bed capacity h is not
overwhelmed, then the mortality rate among infected people in class j is limited to π0j . But
of hospitals are overcrowded, then this mortality rate jump up to π1j > π0j :

πj(I1t, ..., IJt) =
{
π0j if

∑
i hiIit ≤ h,

π1j if
∑

i hiIit > h.

Finally, I assume that the pandemic can be obliterated by an aggressive testing-and-tracing
strategy if the global infection rate in the whole population goes below some threshold Imin.

3 Calibration of the MR-SIR model
Many of the parameters of this model remain highly uncertain, so caution should remain a
cardinal virtue when interpreting its results. I consider a daily frequency for this analysis, and
I calibrate the model on French data. There are J = 3 age classes, young (0-18), middle-aged
(19-64), and senior (65+). I normalize the French population of 67 million people to unity.
The size of the population in the different age classes is N = (0.227, 0.568, 0.205). At date
t = 0, we assume that 1% of the population is infected, uniformly across all age classes. I also
assume the arrival of a vaccine 1.5 years after the beginning of the pandemic. The minimum
rate of infection below which the virus can be obliterated in the population is assumed to be
Imin = 0.05%.

To simplify the calibration and given the limited available data, I assume that recov-
ery rates, asymptomatic rates, contagion rates, and telework rates are assumed to be age-
independent. The daily recovery rate γi = γ = 1/18 is assumed to be the same across age
classes. This corresponds to the observation that infected people remain sick for 2 or 3 weeks
on average. I also assume that the daily contagion rate under business-as-usual is 0.6, and
that this rate goes to βq = 0 for quarantined people, which is compatible with a basic repro-
duction number R0 = 2.5 in the absence of policy. In the case of confinement, the contagion
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rate is equal to βc = 0.1. As I write this paper, the rate of asymptomatic cases is particularly
difficult to calibrate. The Center for Evidence-Based Medicine has estimated this rate some-
where between 5% and 80%.4 He, Lau, Wu et al. (2020) found a 95% confidence interval
of [25%, 69%] for the proportion of asymptomatic cases. More recently, the US Center for
Disease Control and Prevention (CDC) has edicted 5 scenarios of the pandemic with two
plausible levels of the rate of asymptomatic, 0.2 and 0.5, with a central assumption at 0.35.5
I assumed a κ = 35% rate of asymptomatic people. The social contact matrix across age
classes has been estimated in France by Béraud, Kazmercziak, Beutels, Levy-Bruhl, Lenne,
Mielcarek et al. (2015). We approximate their results by the following contact matrix:

α.. =

 2 0.5 0.25
0.5 1 0.25
0.25 0.25 0.5

 (10)

Social interactions go down with age, within and across age classes. From this set of infor-
mation, I can estimate the reproduction number at date 0 for the three age classes in the
absence of any public policy by using equations (5) and (7). It yields

<y0 = 2.99 <m0 = 2.77 <s0 = 1.14. (11)

Older people have a smaller reproduction number under the laissez-faire because of their
reduced social interactions. The population-weighted reproduction number in the laissez-
faire is thus <0 = 2.48, in line with the central scenario of the CDC. This is smaller than the
often stated number < = 3...5 that has been estimated at the beginning of the pandemic.
This reduction is made to account for the improved protective behavior coming from the
understanding of the basic prevention efforts (no hand-shaking, mask bearing, ...) that have
been observed more recently.

As in Acemoglu et al. (2020), I assume an efficiency rate of confinement of 75%, i.e.,
one confined person in four behaves without any lockdown constraint. I also assume that
a proportion of 50% of confined people are able to telework, whereas the others are totally
unable to generate any economic activity. This is in line with the estimation of a 5.8% of
GDP loss in France during the first quarter of 2020.6 I assume an economic loss of a full
confinement by a middle-aged person equaling 1/Nm. This means that a 100% confinement
of the middle-aged people without any telework capability during one year would generate a
100% GDP loss. In this calibration, telework halves this loss. I also assume that confining a
young or a senior person yields no economic loss. This is in line with the fact that GDP does
not take account of most contributions of these two age classes to the wealth of the nation.

The health care capacity is France is 6 hospital beds per 1,000 inhabitants. I assume that
half of this capacity can be mobilized for the pandemic, so that h = 0.3. The hospitalization
rate among infected people is assumed to be 0.1%, 2% and 12%, respectively for the young,
middle-aged and senior class. This has been estimated for France in mid-April 2020 by Salje
et al. (2020). This study has also produced the following statistics about mortality rates:
π0j equals 0.001%, 0.15% and 3.65% respectively for j ∈ {y,m, s}. These mortality rates
of covid are multiplied by a factor 5 if the hospital capacity is overwhelmed. There is no

4https://www.cebm.net/covid-19/covid-19-what-proportion-are-asymptomatic/
5https://www.cdc.gov/coronavirus/2019-ncov/hcp/planning-scenarios.html
6https://www.insee.fr/fr/statistiques/4485632
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Value Description
γ 1/18 Daily recovery rate
βq 0 Daily contagion rate of quarantined persons
βc 0.1 Daily contagion rate of confined persons
βf 0.6 Daily contagion rate of working persons
κ 0.35 Proportion of asymptomatic positives
θ 0.75 Efficiency rate of confinement
ξ 0.5 Proportion of telework
Tvac 1.5× 365 Days before mass vaccination
Imin 0.05 Extinction threshold of the pandemic (in %)
h 0.3 Hospital capacity (in %)
N (22.7, 56.8, 20.5) Distribution of population (in %)
π0 (0.001, 0.15, 3.65) Normal mortality rate (in %)
π1 5π0 Crisis mortality rate (in %)
h (0.1, 2.0, 12.0) Hospitalization rate (in %)
ε (1, 1, 1) Initial fraction of infection (in %)
w (0, 176, 0) Economic loss of confinement (in % of GDP/cap)
` (60, 40, 20) Value of life lost (in years of GDP/cap)
α1. (2, 0.5, 0.25) Intensity of transmission from young
α2. (0.5, 1, 0.25) Intensity of transmission from adult
α3. (0.25, 0.25, 0.5) Intensity of transmission from senior
p 7 cost of mass PCR testing (in % of GDP/cap)

Table 2: Benchmark calibration of the MR-SIR model.

credible data to support this assumption, which is used to justify the classical "flattening the
curve" policy.

It remains to calibrate the value of lives. I discuss this critical issue in Gollier (2020),
remarking in particular that the absence of any democratic debate on this issue over the last
five decades during which Western governments used a "value of statistical life" for policy
evaluation is problematic. In this paper, I value a life lost at 60, 40 and 20 annual GDP/cap,
respectively for the young, middle-aged and senior classes.7 For example, if one percent of
the population dies, all aged 65 years or more, this has the same effect on welfare than a
20% reduction in annual GDP. This is equivalent to 60% if the 1% death toll is borne by
the young generation. Robinson, Raich, Hammitt and O’Keeffe (2019) have surveyed studies
using differentiated values of life for children compared to adult. They conclude that "the
ratio of values for children to values for adults ranges from 0.6 to 2.9; however, most estimates
are greater than 1.5." My benchmark calibration reflects this meta-observation. Balmford,
Bateman, Bolt, Day and Ferrini (2019) used a contingent valuation method to estimate the
value ratio of child to adult, with a value of 2.37 in the baseline case. This is also in line with
my calibration. This benchmark calibration is summarized in Table 2.

Finally, I assume that no policy is implemented during the first 3 weeks of the pandemic.
7Greenstone and Nigam (2020) have a similar age-dependent valuation system.
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4 Constant uniform confinement policies
In this section, I explore different no-test confinement policies in which the intensity of the
confinement is uniform in the population. The simplest version of this family of lockdown
strategies takes the form of imposing a uniform strength b of confinement until the threshold
prevalence rate Imin is attained to obliterate the virus in the population. The outcome of
such policies is described in Table 3 for different lockdown intensities b ∈ [0, 0.9].
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Figure 2: Dynamics of the pandemic in the laissez-faire strategy (b = 0).

Let me start with the laissez-faire policy (b = 0), whose outcome is described by the first
line in Table 3 and by Figure 2. Only the symptomatic persons are quarantined under this
policy. At the 22d day of the pandemic, the reproduction number is down to <22 = 2.05,
because the share of susceptible persons has already been reduced to 92%. After two months
of the pandemic, the wave of infection peaks, in which more than one-fourth of the young
and middle-aged people are simultaneously sick. Because seniors have intrinsically less social
contacts, they are much less infected. Because of this huge wave of infection, hospitals remain
overcrowded during almost three months, implying a catastrophic death toll in which 8.5%
and 0.6% of respectively the senior and the middle-aged people die. It takes 220 days for the
pandemic to die out thanks to the herd immunity. At that time, respectively 94%, 92% and
53% of the young, middle-aged and senior people are immunized, meaning herd immunity
is obtained with an immunization rate of 84%. The economic loss amounts to as little as
3.73% of annual GDP, due to the revenue loss of quarantined and deceased people during the
period. But when valuing the lives lost, the total loss equals a dismal 51% of annual GDP.

This laissez-faire policy illustrates the necessity of "flattening the curve" with the objective
to preserve some bed capacity in hospitals. This is done by imposing some lockdown in the
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b <22 t∗ Rt∗ Dy Dm Ds W L

0.0 2.05 220 84.0 0.001 0.32 1.74 3.73 51.42
0.1 1.78 237 79.5 0.001 0.28 1.43 4.33 44.26
0.2 1.53 260 73.3 0.001 0.22 1.02 5.37 34.67
0.3 1.29 291 64.9 0.000 0.06 0.27 7.13 15.05
0.4 1.08 328 52.7 0.000 0.05 0.20 10.87 16.91
0.5 0.88 349 37.9 0.000 0.04 0.13 16.13 20.25
0.6 0.71 304 24.8 0.000 0.02 0.08 18.82 21.44
0.7 0.55 228 17.1 0.000 0.02 0.06 17.29 19.08
0.8 0.41 176 13.2 0.000 0.01 0.05 15.35 16.75
0.9 0.29 146 11.1 0.000 0.01 0.04 14.20 15.39
1.0 0.19 127 9.9 0.000 0.01 0.03 13.53 14.61

Table 3: Outcome of the uniform confinement policy as a function of the strength b of the
confinement. <22 is the reproduction number at the beginning of the confinement period (22d

day of the pandemic). t∗ is the duration of the pandemic (in days), and Rt∗ is the overall
immunity rate (in %) at that date. Dj is the share of population who dies in age class j (in
% of whole population). W and L are respectively the economic loss and the total loss (in
% of annual GDP).
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Figure 3: "Flatten the curve" strategy: Dynamics of the pandemic with a b = 30% lockdown
after 3 weeks of laissez-faire.
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Figure 4: "Crush the curve" strategy: Dynamics of the pandemic with a b = 90% lockdown
after 3 weeks of laissez-faire.

economy. However, doing so implies additional costs due to the confinement itself, but also
to the increased time to eradicate the virus. Let me illustrate this in Figure 3 with the policy
in which a b = 30% confinement is imposed after 3 weeks of laissez-faire. It now takes 291
days to eradicate the virus. Because social interactions are reduced, herd immunity is now
obtained with a 65% immunization rate.8 Combining this with the fact that hospitals are
not overcrowded implies that the rates of mortality is reduced to 1.3% for senior people and
to 0.1% for the middle-aged people. The economic cost goes up to 7.13% of annual GDP due
to the lockdown, but the total cost of the pandemic is now limited to 15.0% of annual GDP.

Should we go farther in the intensity of the lockdown once we have have flatten the
curve enough to escape hospital overcrowding? The public planner faces here a dilemma.
Strengthening the lockdown increases the economic cost due to the reduced labour and the
increased duration of the lockdown. But it reduces the death toll. However, this marginal
benefit is much reduced because the mortality rate is now much less sensitive to b due to the
fact that the bed capacity constrained is slack. As a consequence, for b ∈ [0.29, 0.57], the
marginal economic cost of increasing the intensity of confinement is larger than its marginal
benefit in terms of reduced lives lost.

There is a limit to this argument. A very strict confinement is able to suppress the virus
in a short period of time. When the confinement intensity is larger than 57%, the sensitivity
of the pandemic duration to the severity of the confinement is so large that any marginal
increase in confinement reduces the economic cost of the policy. This is probably due to the
fact that the reproduction number is a quadratic function of b, whereas the economic cost
is linear in b. Because increasing b also reduces the death toll, the total cost of the policy

8Observe that the timing of the termination strategy is crucial here. I assume that the testing-and-tracing
search for the 0.01% remaining contagious people in the population at day t∗ = 291 can be quarantined before
exiting from the lockdown.
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Figure 5: Total cost as a function of the uniform intensity of confinement. The dashed curves
correspond respectively to the economic cost (hump-shaped) and to the value of lives lost
(decreasing).

is decreasing in the strength of the confinement for large b. Consider for example the case
case of a confinement intensity of b = 90%, as illustrated in Figure 4. With such a strong
confinement, the reproduction number goes down to <22 = 0.29 on the day the confinement
is implemented. This implies a fast reduction in the prevalence rate. The pandemic is
terminated within 146 days, with a rate of immunity that is limited to 11.1% at that time.
The economic loss is relatively large, but the global mortality rate is reduced to 0.05% of the
whole population. This yields a total loss of 15.39%, similar to the total loss associated with
the much milder confinement rate b = 30%.

To sum up, one can consider two possible uniform confinement strategies, corresponding to
two local minima for total cost in Figure 4. One can go for a "flatten-the-curve" strategy, or for
a "suppression" strategy. The flatten-the-curve strategy is supported by a limited confinement
intensity that is just large enough to escape hospital overcrowding. But it requires a large
fraction of the population to be infected and to recover in order to build herd immunity. The
suppression strategy is implemented with a very high confinement intensity to obliterate the
virus in the population at the fastest possible speed. There is a set of bad policies between
these two strategies in which economic costs and the mortality rate are larger. Hesitating
between the flatten-the-curve strategy and the suppression strategy can be very costly. The
current relatively high tolerance to breaking the strong confinement rules in some countries
could bring us in this dismal outcome, with a longer duration of the pandemic, more lives
lost, and larger economic losses. This is the curse of the hesitant confinement. Another
illustration of the necessity of maintaining a time-consistent policy is documented in Figure 1
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when the planner abandon the suppression strategy too early to switch to a flatten-the-curve
strategy.

In this section, I examined constant strategies. This may not be optimal. For example,
when crushing the curve of infection, actual policies around the world have tended to impose
a strict confinement strategy at the beginning of the policy period to relax it once the rate of
prevalence is considered to be low enough. Could this kind of time-varying strategy generates
a better outcome compared to constant strategies? To answer this question, let me start with
suppression strategies. Observe that under these strategies, the rate of change in the number
of susceptible persons in each age class is almost zero for most of the strict confinement policy,
as seen in Figure 4. In that case, the dynamic of the pandemic simplifies to

Ii,t+1 − Ii,t =

 J∑
j=1

β̂ijtIj,t

− γiIi,t, (12)

with β̂ijt = βijtSi. In that case, as observed by Pollinger (2020), the dynamic of infection
is purely exponential, with It+1 = A(xt)It where It is the vector of age-specific numbers of
infection, and A(xt) is a 3x3 matrix that is a time-independent function of the policy variables
xt = (a.t, b.t). In that case, we obtain the following result.

Proposition 1. Consider the set of suppression strategies in which the rate of change in
the number of susceptible persons is almost zero. In this set, the cost-minimizing strategy is
characterized by almost constant age-specific intensities of confinement and testing.

Proof: In this proof, I denotes a 3x1 vector of age-specific numbers of infection, and x is a
vector of policy variables that affect the 3x3 infection matrix A(x) together with the convex
per-period cost w(x) of the policy. Consider all policies which imply the same age-specific
rates of prevalence IT at some date T > 0. I look for the dynamic strategy (x1, ..., xT ) which
is feasible in the sense that the rate of infection at date T is IT and that minimizes the
cumulated economic cost:

min
x1,...,xT

T∑
t=1

w(xt) s.t.
(

T∏
t=1

A(xt)
)
I0 = IT . (13)

Let A be the solution of the equation AT I0 = Imin. Obviously, the solution of the following
static problem

x∗ = arg min
x

w(x) s.t. A(x) = A (14)

characterizes the optimal solution (x1, ..., xT ) = (x∗, ...., x∗) of the dynamic problem (14). �

This means that, at least for strategies aimed at crushing the curve of infection, limiting
the search of policies to constant confinement and testing policies, potentially age-specific, is
not restrictive. Of course, this result cannot be generalized to strategies aimed at flattening
the curve in which the susceptible numbers Sit vary widely over time, so that matrix A is not a
time-independent function of the policy. Also, when considering an objective that combines
the economic loss and the value of lives lost, it may be optimal to start with a stricter
confinement rule that can be relaxed over time. However, because under our calibration
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the total loss is mostly entirely concentrated in the economic cost of the confinement, this
effect of lives lost is expected to be marginal. The optimal crush-the-curve policy yields an
almost constant confinement effort all along the duration of the pandemic. Proposition 1
can be interpreted as a special case of the model by Pollinger (2020) extended to MR-SIR.
Pollinger characterizes the dynamic confinement strategy that minimizes total cost in the
standard SIR model when the rate of change of St is almost zero. In his model, the dynamics
of infection is such that ∂It/∂t = a(x)It − X(It), where X(I) is an exogenous extraction
technology from the pool of infected people. In my model, X equals zero everywhere except
at I = Imin where X(I) equals I. The more comprehensive objective function and the richer
set of extraction technologies considered by Pollinger yield much broader properties of the
optimal solution. Under a weak condition on the extraction function X, Pollinger shows that
the optimal intensity of confinement is decreasing with time.

5 Time-variable uniform confinement policies
I also examine non-discriminating confinement strategies that fluctuate over time. The lack
of understanding of the dynamics of the pandemic and the difficulty to behave responsibly
by a fraction of the population puts a strong pressure on the political system to exit from
lockdown, or at least to relax the constraints, when the hospitalization rate goes down. I
therefore explore the welfare impacts of "stop-and-go" strategies defined by four parameters:
b ≥ b and I ≥ I. After 3 weeks of an unconstrained circulation of the virus in the population,
one starts with implementing a high confinement b. As long as the prevalence rate It is
larger than a minimum threshold I, this strict rate of confinement is maintained. Once this
threshold is attained, the lockdown is exited and a lower rate of confinement b ≤ b is imposed.
It is maintained as long as the prevalence rate remains lower than I. Once this threshold
is attained, the larger confinement rate b is reimposed, and so on until the prevalence rate
attains Imin to obliterate the virus. Notice that uniform policies are special cases of stop-
and-go policies in which b and b are the same.

In this section, I fix the trigger points (I, I) at respectively 20% and 80% of the bed
capacity in the country. This guarantees that hospitals are never overcrowded. It also allows
for reducing the intensity of the lockdown when a strict lockdown is unnecessary to flatten
the curve.

Consider for example the stop-and-go policy with b = 0.2 and b = 0.8. Figure 6 describes
the dynamic of the pandemic under this policy. It entails 3 waves of infection. After the
first wave due to the laissez-faire of the first three weeks, a strict lockdown of 26 days is
imposed that reduces the prevalence rate. Then, for 44 days, the intensity of the lockdown
is weakened, which generates a second wave of the pandemic. This triggers a second strict
lockdown that lasts for 26 days. Finally, the lockdown is weakened once again, which triggers
a third wave. However, given the high rate of immunity prevailing in the population, no more
strict lockdown need to be imposed because the hospitalization rate remains manageable. The
pandemic lasts for 475 days. The economic loss is limited to 12.26%, and the mortality rate
equals 0.1% and 1.2% respectively for the middle-aged and senior classes. The total loss is
19.36%.
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Figure 6: "Stop-and-go" strategy: Dynamics of the pandemic with b = 20% and b = 80%. I
assume the trigger points I = 0.2h and I = 0.8h.

In Table 4, I describe other stop-and-go strategies. For the sake of completeness, I added
to this table the suppression policy b = b = 0.9 that I identified in the previous section as a
potentially good suppression solution, yielding a total loss of 15.39% of annual GDP after a
pandemic of 146 days. In terms of least-cost efficiency, it competes with the flatten-the-curve
strategy consisting in maintaining a weak confinement b = 30% for 270 days. In Table 4,
I examine another flatten-the-curve strategy in which that confinement intensity b = 0.3 is
maintained only during the period of time necessary to tip over the initial contagion wave.
When the hospitalization rate goes back to 20% of bed capacity, a full relaxation of lockdown
(b = 0) is decided. This happens on day 165 of the pandemic, which dies out on day 386
without a second wave. It yields a record low total loss of 14.28% of annual GDP. This total
cost is similar in level to the one described in the previous section, but it’s composition is
different, with a smaller economic cost and a larger mortality rate. This two-stage strategy
looks similar to the optimal uniform strategy described by Acemoglu et al. (2020). They
show that the optimal uniform strategy under their calibration imposes a confinement that
peaks at 50% of the population for a short period of time at the beginning of the pandemic,
then stabilizes at around 30% for several months, and finally goes to zero when the infection
rate vanishes. Notice however that the duration of their 30% confinement is close to one year,
whereas I predict that half a year would be enough.

Although the crush-the-curve and flatten-the-curve strategies documented by the last two
lines in Table 4 yield similar total costs, the suppression strategy suffers from an important
comparative weakness due to the low rate of immunity that prevails at the end of the pan-
demic. If only 11.1% of the population got immunity in a world where the virus continues to
circulate in other regions, implementing the suppression strategy is possible only if frontiers
remain sealed as long as the virus survives elsewhere. The associated cost of this closure of
the frontiers are not counted in my model.
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b b t∗ Rt∗ Dy Dm Ds W L

0.2 0.8 475 59.7 0.000 0.06 0.24 12.26 19.36
0.4 0.6 473 43.4 0.000 0.04 0.16 18.55 23.36
0.3 0.9 360 60.9 0.000 0.06 0.25 10.83 18.10
0.5 0.9 451 30.2 0.000 0.03 0.10 23.75 26.98
0.9 0.9 146 11.1 0.000 0.01 0.04 14.20 15.39
0.0 0.3 386 68.4 0.000 0.06 0.30 5.74 14.28

Table 4: Outcome of the stop-and-go confinement policy as a function of the strict and weak
strengths (b, b) of the confinement. Notation and units are as in Table 3.

Figure 7: Total loss in stop-and-go strategies as a function of (b, b). I assume in this section
the trigger points I = 0.2h and I = 0.8h.
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Figure 8: Optimal flatten-the-curve strategy: Dynamics of the pandemic under the Miclo-
Spiro-Weibull strategy of minimal daily confinement compatible with the health care capacity
constraint.

In Figure 7, I describe the total cost as a function of (b, b). The last two lines of Table
4 describe the two local minima of this bivariate function. This figure also illustrates the
curse of hesitation between these two polar strategies of suppression and flatten-the-curve.
A convex combination of these two policies if for example (b, b) = (0.5, 0.9), which implies a
total loss of 26.98% as described in Table 4.

Let me conclude this section on time-variable uniform confinement strategies with an
analysis of the optimal flatten-the-curve strategy examined by Miclo, Spiro and Weibull
(2020). These authors solve the problem of minimizing the economic cost of confinement
in the standard SIR pandemic under a capacity constraint of the health care system. They
show that it is optimal to impose no restriction as long as the capacity constraint is not
binding, and to impose the minimal degree of confinement compatible with the capacity
constraint when it is binding. I describe the outcome and the dynamics of the pandemic
under my benchmark calibration of the MR-SIR model in Table 5 and Figure 5. The virus
circulates freely in the population for the first 34 days of the pandemic before the health care
capacity constraint binds. Then, a 45% confinement is imposed, that goes down gradually
for 66 days until the population is fully deconfined. The virus is eradicated after 288 days.
The economic cost is minimal at 4.43% of annual GDP, but the total cost is evaluated at
14.90%. It is useful to compare this policy to the best constant flatten-the-curve strategy
with b = 30% for 291 days, as described in Table 3 and Figure 3. Because the confinement
is weaker and shorter in the Miclo-Spiro-Weibull strategy (they call it "filling-the-curve"),
the economic cost is much smaller. But the rate of immunization is larger, in particular
among the elderly whose immunity rate goes up to 49% (from 35%). Notice in particular
that during the partial confinement period, the prevalence rate continues to grow in the senior
class, which is compensated by a strong reduction of the prevalence rate in the other two age
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t∗ Rt∗ Dy Dm Ds W L

288 78.0 0.000 0.07 0.38 4.43 14.90

Table 5: Outcome of the Miclo-Spiro-Weibull confinement policy of minimal daily confinement
compatible with the health care capacity constraint, as described in Figure 5.

classes. This unfortunate dynamics implies an increase in the number of lives lost. In terms
of total cost, the two strategies yield a similar outcome.

6 Age-specific policies
Up to now in this paper, I only considered policies that are non-discriminated across age
classes. There are at least two reasons why one should consider confinement policies that
are age-sensitive. First, the case-fatality rate is extraordinarily different at different ages.
Therefore, it may be interesting to expose more less vulnerable people if, for example, herd
immunity is the final outcome of the pandemic. This suggests that the intensity of the
confinement should be made increasing with age. The second reason is that the economic
cost of confinement is also very different across age classes. This suggests that middle-aged
people should receive priority in the exit of the lockdown. Both reasons justifies a strong
sheltering of the seniors. But these two reasons offer contradictory arguments for which of the
young or middle-aged people should exit from the lockdown first. Adults are more valuable
to send back to work, but they are more vulnerable to the virus.

Table 6 explores different possible age-specific policies. As a follow-up of the stop-and-
go strategies considered in the previous section, I now assume two age-specific confinement
intensities, b = (0, 0, 1) and b = (by, bm, 1), that are triggered when the hospitalization rate
passes through one of the two thresholds (I, I) = (0.2h, 0.8h). Seniors remain 100% confined
until the end of the pandemic. After three weeks of the free circulation of the virus, the
young and the middle aged people are confined with an intensity by and bm, respectively.
Both young and middle-aged people are fully deconfined when the hospitalization rate reach
20% of the bed capacity. Consider first the case in which the middle-aged class is fully
deconfined, whereas 80% of the young class remain in lockdown for 115 days before exiting
it. The dynamic of covid-19 in this case is described in Figure 9. The pandemic is eradicated
after 368 days, so that the seniors remain under full confinement for one year under this
policy. The confinement of the junior and senior classes flattens the curve enough so that
hospitals are not overwhelmed. Because the working class is never confined, the economic
cost is limited to 3% of annual GDP. All in all, the total cost of the pandemic is contained
at 8.58% of annual GDP.

One may find sheltering the seniors for more than one year as socially, morally or psycho-
logically unacceptable. An alternative solution would be to exit seniors at the same time as
the young generation, after 115 days of lockdown. That would increase the mortality of the
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Figure 9: Age-specific policy with young confinement: Dynamics of the pandemic with by =
80% and bm = 0%. Seniors are 100% sheltered.
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Figure 10: Age-specific policy with middle-aged confinement: Dynamics of the pandemic
with by = 0% and bm = 0.18%. Seniors are 100% sheltered.
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by bm t∗ Rt∗ Dy Dm Ds W L

1.00 0.00 401 68.6 0.000 0.08 0.13 3.01 8.58
0.80 0.00 368 68.1 0.000 0.07 0.13 3.00 8.52
0.25 0.10 256 70.8 0.000 0.07 0.13 3.62 9.11
0.00 0.18 250 71.3 0.000 0.07 0.13 4.16 9.59

Table 6: Outcomes of the age-specific confinement policy as a function of the young and
middle-aged confinement strengths (by, bm) of the confinement, assuming a 100% confinement
of the seniors. Notation and units are as in Table 3.

seniors from 0.13% to 0.19% of the entire population (46,000 additional deaths in the case of
France), and it would increase the total cost from 8.52% to 9.91%.

If the objective is to flatten the hospitalization curve and at the same time to build herd
immunity, it would be intuitive to do it by exiting the young first from the lockdown, since
their hospitalization rate is 20 times smaller than the middle-aged, and their mortality rate
is 150 times smaller. The tradeoff comes from the fact that it is more expensive to confine
middle-aged people. Consider for example the bottom line of Table 6, which documents
the pandemic dynamics when young are not lockdown, and 18% of middle-aged people are
confined for 112 days. This is enough to protect hospitals from the covid wave, as shown
in Figure 10. Because the same fraction of adults have been infected at the end of the
pandemic, the two strategies yield the same global death toll. But because of the additional
cost of confining some workers, the total cost of the adult confinement is larger than when
the young generation is initially confined to flatten the curve.

In this study, I discriminate the deconfinement strategy only on the base of age. But we
know now that comorbidities have a large impact on the mortality rate too. For example, in
New York state, 86% of the 5,489 reported COVID-19 deaths before 6 April 2020 involved at
least one comorbidity, according to the state’s department of health.9 Adding some of these
comorbidities such as diabetes (37.3% of the New York deaths) and obesity in the individual
characteristics of the discriminated deconfinement strategy could considerably reduce the
death toll of age-specific strategies.

The main message of this section – together with all papers reviewed in the introduction
dealing with this issue – is that there is a large social benefit of using an age-specific con-
finement strategy to flatten the curve. Whether this should be organized through a large
confinement of the young or a weak confinement of the middle-age is not key. What is key is
the necessity to protect the seniors, in particular during the strong wave of contagion happen-
ing in the first semester of the pandemic. Building herd immunity by sending the young to
school and the middle-aged to work would be a demonstration of intergenerational solidarity
towards the elderly people (Gollier (2020)).

9https://www.the-hospitalist.org/hospitalist/article/220457/coronavirus-updates/comorbidities-rule-new-
yorks-covid-19-deaths
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7 The economic value of mass testing
What is the value of the PCR test information in this framework? Suppose that it would
require a person to be tested every week to detect his infection before becoming contagious.
Let me estimate the unit cost of the test at 50 euros. This is a conservative estimation.10

Thus, testing a person on a weekly frequency by using an efficient PCR test would yield an
annual cost of 2600 euros, or approximately 7% of annual GDP/cap for the calibration on
French data. Thus, I calibrate p = 0.07 to estimate the economic cost W of the policy, as
defined by equation (8).

Suppose that the current policy is a brutal suppression strategy with a 100% confinement
of the population until the virus is obliterated in the population. This will take 106 days for
the policy to attain this objective, with a total cost of 14.61% of annual GDP. Suppose that a
testing capacity is obtained that allows for testing a fraction a of the population every week.
Consider a policy in which a fraction a of the apparently susceptible population is tested every
week-end. Among these tested people, those who are tested negative go back to work for a
week, and those who are tested positive are quarantined. The fraction b = 1−a of Ŝt which is
not tested is confined for the week. Thus under this policy, only the tested negatives go back
to work. Suppose that this policy is implemented until the virus is obliterated. Consider for
example the case of a testing strategy a =50%. It will take 136 days to fight the pandemic
under this policy. The total testing cost will equal 1.02%of GDP, whereas the confinement
cost will amount to 7.56% of GDP, yielding a total cost of 9.70% when counting the value
of lives lost. This total cost is reduced by one-third compared to the 100% confinement of
the brutal confinement strategy. I describe the relationship between the testing intensity a
and the total cost of the pandemic in Figure 11. If one could test the whole population every
week, the pandemic could have been obliterated in 103 days, for a total cost of 2.80% of
annual GDP.11 This is the least-cost policy among the set of policies that I have examined
in this paper. The bottom line of this comparative statics exercise is that developing a mass
testing capacity could reduce the total cost of the suppression policy by a factor 5.

Developing a mass testing capacity is also useful to implement the flatten-the-curve strat-
egy. Remember that the best uniform strategy to flatten the curve is to impose a stop-and-go
confinement policy with b = 0% and b = 30%, implying a total cost of 14.28% of annual GDP
(see Table 4). This confinement intensity is just enough to suppress the risk of overwhelming
the bed capacity in hospital. We can reproduce a similar dynamics by replacing the 30%
uniform confinement by a 36% testing, with the same result to maintain the bed capacity
constraint slack. This test-only strategy reduces the total cost of the pandemic to 12.18% of
annual GDP.

A similar exercise can be made to examine the age-discriminated flatten-the-curve strategy
in which the confinement intensity equals 0%, 18% and 100% respectively for the young, the
middle-aged and the senior class. As documented in Table 6, this yields a total cost of 9.59%.

10This is the current price of covid PCR tests on the free market, which contains a mark-up. Increasing
return to scale should also affect the cost negatively in the future.

11A mass testing experiment has been put in place in the city of Vò in Lombardy. Although the city was
one of the most important covid cluster in March, the city is now considered free of the virus.
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Figure 11: Value of testing when the susceptible population is either tested or confined on a
weekly basis (b = 1 − a). The total cost and the costs of testing, confinement and lives lost
are measured in percents of annual GDP, as a function of the testing intensity a.

Consider an alternative strategy in which the young and the old generations continue to be
respectively fully unlocked and fully sheltered. For the middle-aged people, suppose that
23% are tested and 77% go to work without testing. The total cost is reduced to 8.64%.

8 Sensitivity analysis
Given the high uncertainty that surrounds several parameters of the model, it is crucial to
perform various robustness exercises. This work is summarized in Table 7. Different sets
of rows document the effect of changing one parameter on three strategies: the suppression
strategy b = 0.9; the strategy of uniform confinement that is just enough to flatten the curve
given the health care capacity; and the best age-specific strategy that flattens the curve with
a 100% confinement of the seniors and a partial confinement of the other two age classes. The
first row summarizes the best policies with the set of parameters described in Table 2. Under
this benchmark case, sheltering the seniors is the obvious winner, followed by the strategy
of uniformly flattening the curve. The next row report the impact of uniformly doubling the
value of life. This does not affect the structure of the policies under scrutiny, but it changes
the weights in the objective function. Increasing the value of life makes more attractive
policies that preserve more lives, i.e., suppression and sheltering the old. Suppression now
clearly dominates flattening the curve under this alternative calibration. I also report on the
impact of reducing the value of lives lost for the elderly, considering the fact that many covid
fatalities have other co-morbidity factors and a relatively limited remaining life expectancy.
Reducing the value of lives lost of people aged 65+ years to 10 GDP/cap has the effect to
make the fatten-the-curve policy much more favorable.

I could have reported other robustness checks in which the relative values of lives lost
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across ages are altered compared to the benchmark. For example, a standard practice is to
use a value of statistical life that is independent of age (US-EPA (2010), Greenstone and
Nigam (2020)). Reducing the value of life of the young relative to the senior reinforces the
recommendation to shelter the old generation under age-specific confinement strategies. In
fact, there is no reasonable valuation system that could reverse this result. Gollier (2020)
clarifies this point in a simple static analysis.

In the next row, I examine the impact of raising the rate of asymptomatic from 0.35
to 0.45. More asymptomatic cases implies more contagion since it reduces the number of
infected people that are quarantined in the absence of test. This raises the mortality rate. If
one follows the suppression policy, the economic cost also increases because of the increased
duration of the pandemic. Under the flatten-the-curve strategy, the rate of confinement must
be increased from b = 0.30 to 0.51 in order to preserve hospitals. This also increases the
economic cost. Under the old-sheltering strategy, the increased rate of asymptomatic cases
forces the planner to confine all young people and 30% of the working age class.

In the benchmark calibration, one in four confined persons behaves as if not confined. In
the next row, I increase this inefficiency of the lockdown to 2/4. Of course, this deteriorates
the attractiveness of the suppression strategy, in which all costs basically double. Because
the uniform flattening of the curve relies less on confinement, it is much less affected by the
increased lockdown inefficiency. In fact, the misbehavior observed in the population can be
compensated by an increased intensity of confinement from b = 0.3 to 0.43, thereby marginally
increasing the economic cost of the pandemic. Concerning the strategy of sheltering the
seniors, the reduced efficiency of the confinement also necessitates increasing the intensity
of the lockdown for the younger generations. To escape hospital overcrowding, one needs to
fully confine the young class, together with some people from the working age class. This
has a sizeable impact on the total cost.

In the benchmark calibration, the intensity of social interactions goes down with age, as
expressed by equation (10). Suppose alternatively that senior people behaves as the middle-
aged class:

α.. =

 2 0.5 0.5
0.5 1 0.5
0.5 0.5 1

 (15)

Obviously, this is no good news, as this raises the reproduction numbers. If applying the
suppression policy, the duration of the pandemic will be longer, and the mortality rate will
be larger, in particular in the senior class. However, because the virus is contained in the
early stage of the pandemic the global impact of these increased social interactions remains
marginal. We cannot say the same thing when flattening the curve. Because senior people
are more integrated in the population, they contribute much more to the building of herd
immunity. This massively increases their mortality rate, which goes up to 2.2% of their age
class. Notice that the increased contagion implies that the uniform confinement rate must
be increased to b = 0.41 to flatten the curve. This implies that flattening the curve is now
dominated by the strategy of suppression. Notice also that this increased integration of the
seniors makes it more difficult to shelter them under the third strategy.

Next, I examine the effect of a 50% increase in the mortality risk of the senior people.
Because the three policies that I examine in this table are rather protective of the old genera-
tion, the effect of this increased mortality risk is relatively limited in the number of lives lost
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Parametrization Policy Duration Mortality Econ cost Total cost
(days) (% of pop) (% of GDP) (% of GDP)

Baseline Crush curve 146 0.049 14.20 15.39
Flatten curve 386 0.363 5.74 14.28
Old sheltered 368 0.200 3.00 8.52

` = (120, 80, 40) Crush curve 146 0.049 14.20 16.59
(↑ value life) Flatten curve 386 0.363 5.74 22.82

Old sheltered 368 0.200 3.00 14.03
` = (60, 40, 10) Crush curve 146 0.049 14.20 15.01
(↓ value life) Flatten curve 386 0.363 5.74 11.29

Old sheltered 368 0.200 3.00 7.26
κ = 0.45 Crush curve 173 0.097 15.31 17.69
(↑ asympt.) Flatten curve 433 0.429 6.92 16.91

Old sheltered 366 0.236 4.54 10.76
θ = 0.5 Crush curve 304 0.107 27.76 30.38
(↓ lockdown eff.) Flatten curve 367 0.368 7.01 15.68

Old sheltered 398 0.272 4.52 11.37
α3. = (0.5, 0.5, 1) Crush curve 155 0.086 14.91 16.88
(s behaves as m) Flatten curve 498 0.512 7.44 18.99

Old sheltered 429 0.293 3.52 10.84
π03 = 5.47% Crush curve 146 0.068 14.20 15.78
(↑ s mortality) Flatten curve 386 0.512 5.74 17.26

Old sheltered 368 0.263 3.00 9.76
wy = ws = 0.4 Crush curve 146 0.049 16.72 17.92
(y, s create value) Flatten curve 386 0.363 6.87 15.41

Old sheltered 368 0.200 7.45 12.96

Table 7: Sensitivity analysis.
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and economic terms. Finally, similarly, increasing the economic cost of confinement of the
young and seniors generations from 0 to 0.4, i.e., approximately one-fourth of the economic
cost of the middle-age confinement, does not change much the results.

Clearly, this sensitivity analysis shows that the recommendation to shelter the seniors
during the peak of infection is robust to changes in the parameters of the MR-SIR model.
On the contrary, this also shows that there is no clear winner between the crush-the-curve
strategy and the flatten-the-curve strategy.

9 Concluding remarks
When only 1% of the population is infected, a strong confinement of the whole population
is a rather inefficient way to fight the virus. To reduce the contagion by one person, one
hundred persons are confined, yielding a large economic impact. Obviously, our ability to
test people in order to deconfine the negatives would be a much better strategy.12

In the absence of a testing capacity, one possible strategy is to suppress the virus by a
strong degree of confinement during a few months. In this context, increasing the strength of
the confinement has a large effect on reducing the duration of the lockdown. It happens that
the net effect of strengthening the confinement is to reduce the total cost of the pandemic.
Therefore, if the objective is to suppress the virus as soon as possible, it makes no sense to
reduce the confinement before the full eradication of the virus in the population. Because
this strategy implies a very low rate of immunization until the end of the pandemic, stopping
short of full eradication exposes the country to a restart almost from the beginning of the
pandemic. Following this strategy thus requires a lot of time-consistency and a strong political
resistance to the lobbies and to some increasingly impatient citizens.

Most SIR modelers explore an alternative strategy whose objective is to reach herd im-
munity in a relatively long horizon. Reaching herd immunity without controlling the speed
of the pandemic exposes hospitals to a tsunami of infections, implying a terrible death toll.
This is why reaching herd immunity may be an efficient strategy only if the infection curve
is flattened via a weak confinement at the beginning of the immunization process. The eco-
nomic impact of the policy is small, but the mortality is severe. Depending upon how Society
value lives lost, this strategy can dominate the suppression strategy.

When implementing a non-discriminatory confinement policy, the senior class bears most
of the burden of deaths, in spite of the lower intensity of their social interactions. This is
because of the extremely large case-fatality proportion faced by people aged 70 and older. An
efficient intergenerational solidarity would be to ask the younger generations to build Society’s
herd immunity by living their life, participate to the economy, get infected and recover from
covid-19. More vulnerable people should be sheltered during this high-contagion period of
the pandemic. This sheltering of the vulnerable increases the mortality of the young and of
the middle-aged. This is the price they could pay to express their solidarity to the elderly.
The mortality risk differential is so big that targeting herd immunity, flattening the curve and
sheltering the old generation is a no brainer, with a total cost far smaller than any uniform

12If our PCR test capacity is limited, Gollier and Gossner (2020) suggested to use a standard testing protocol
in which several individual samples are pooled and tested with a single test. If the objective is to maximize
the number of people to unlock, the optimal group size is approximately equal to the inverse of the rate of
prevalence.
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policy. Confine a fraction of the young to flatten the curve, get the working age class back
to work to reduce the economic cost, and shelter the senior class to reduce the death toll.
Acemoglu et al. (2020) make a very similar final recommendation.
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Many countries around the world have implemented stringent 
containment measures to halt the spread of the 2019 coronavirus 
disease (Covid-19) and limit the number of fatalities. Though crucial 
to slow the course of the pandemic, these measures entail large short-
term economic costs. This paper tries to quantify these effects using 
daily data on real-time containment measures implemented by 
countries around the world as well as daily indicators of economic 
activity such as Nitrogen Dioxide (NO2) emissions, international 
and domestic flights, energy consumption, maritime trade, and retail 
mobility indices. Results suggest that containment measures have 
had, on average, a very large impact on economic activity—equivalent 
to a loss of about 15 percent in industrial production over a 30-day 
period following the implementation of containment measures. 
Using a novel database on discretionary fiscal and monetary policy 
measures implemented by countries in response to the crisis, we find 
that these policy measures have been effective in mitigating some of 
these costs. Finally, we find that among different types of containment 
measures, while stay-at-home requirements and workplace closures 
are the most effective in curbing both infections and deaths, they are 
also those associated with the largest economic costs.
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I.   INTRODUCTION 

Many countries around the world have enacted stringent containment measures and non-

pharmaceutical interventions (NPIs) to halt the spread of the coronavirus and limit the number of 

fatalities, and in a bid avoid overwhelming the medical system and to buy time while effective 

treatments and vaccines are developed. Interventions have ranged from improved diagnostic 

testing and contact tracing, isolation and quarantine for infected people, and importantly, measures 

aimed at reducing mobility and creating social distancing (containment measures, hereafter).   

Empirical evidence from China (Kraemer et al. 2020; Chinazzi et al. 2020; H. Tian et al. 

2020) as well as for other countries in the world (Deb et al. 2020) suggest that these measures have 

been effective in flattening the pandemic “curve” and significantly reducing the number of 

fatalities. In particular, they find that countries that have put in place stringent measures, for 

example those implemented in countries such as China and Italy, as well as early intervention, 

such as in New Zealand and Vietnam, may have reduced the number of confirmed cases and deaths 

by more than 200 percent relative to the underlying country-specific path in the absence of 

interventions.  

However, while these measures have contributed to saving lives, and have therefore 

provided the foundation for a stronger medium-term growth (see Barro et al. 2020), they have led 

to unprecedented economic losses in the short term. Quantifying these short-term economic effects 

and whether they vary across types of containment measure is of paramount importance for many 

policymakers around the world facing a painful short-term tradeoff between normalizing economic 

activity and minimizing health risks.  

This paper tries to address these issues empirically. In particular, the paper has three main 

goals. The first is quantify the average economic effect—across countries and measures—of 
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containment measures. For this purpose, we assemble daily data on real-time containment 

measures implemented by countries around the world as well as a unique database containing daily 

data on several indicators of economic activity: Nitrogen Dioxide (NO2) emissions—as explained in 

the next section, our main variable of interest; international and domestic flights; energy consumption; 

maritime trade; and retail mobility indices. Establishing the causal effect on economic activity is difficult, 

because the decision of countries to implement containment measures crucially depends on the evolution 

of the virus, which in turns may affect mobility and economic activity (Maloney and Taskin 2020). This 

implies that addressing causality requires the researcher to effectively control for this endogenous response 

which would otherwise bias estimates of the effect of containment measures. The use of daily data allows 

us to address this issue by controlling for the change in the number of infected cases (and deaths) occurring 

a day before the implementation of containment measures, as well as for lagged changes in daily economic 

indicators. Indeed, given lags in the implementation of interventions at daily frequency, this approach 

effectively controls for the endogenous response of containment measures to the spread of the virus. To 

further account for expectations about the country-specific evolution of the pandemic, we also control for 

country-specific linear time trends.1 The results of this analysis suggest that containment measures 

have had, on average, a very large impact on economic activity—equivalent to a loss of about 15 

percent in industrial production over the 30-day period following the implementation of the 

containment measure. 

The second goal of the paper is to examine whether fiscal and monetary measures 

implemented by many governments and central banks around the world have been effective so far 

 
1 A remaining concern is that containment measures were announced before being implemented and, therefore, were 
anticipated. This may have resulted in reduced mobility ahead of the implementation of the containment measures. 
In the section on robustness checks, we show that the results are practically unchanged when we control for changes 
in mobility.  
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in mitigating the negative effects of containment measures. To answer this question, we use data 

provided by the IMF Policy Tracker which compiles discretionary fiscal and monetary measures 

implemented in response to COVID-19. The results suggest that macroeconomic stimulus 

deployed so far has been effective, with the negative effect of containment measures being much 

larger—equivalent to a loss in industrial production of about 22 percent—in countries that have 

provided limited fiscal and monetary policy stimulus.  

Finally, the third goal of the paper is to examine which types of containment measure have 

resulted in larger economic costs and short-term tradeoffs between minimizing health risks and 

economic losses. For this purpose, we analyze the economic and virus transmission effects of the 

following containment measures: (i) school closures; (ii) workplace closures; (iii) cancellation of 

public events; (iv) restrictions on size of gatherings ; (v) closures of public transport; (vi) stay -at-

home orders; (vii) restrictions on internal movement; (viii) restrictions on international travel. 

While the results should be treated with caution since many of these measures were often 

introduced simultaneously as part of the country’s response to limit the spread of the virus, 

preliminary evidence suggest that stay-at-home requirements and workplace closures, the two 

containment measures which are most effective in curbing both infections and deaths, are also the 

costliest in economic terms. In contrast, school closures and restrictions on international travel are 

the least costly but still successful in lowering COVID-19 infections, though less effective in 

reducing fatalities. 

This paper contributes to two strands of literature. The first is on the use high -frequency 

daily economic indicators to monitor economic activity. Kumar and Muhuri (2019) employ a 

transfer learning-based approach to predict per capita GDP of a country using CO2 emissions. 

Marjanovic et al. (2016) uses Extreme Machine Learning (EML) and Genetic Programming (GP) 
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to predict GDP based on CO2 emissions. Other notable empirical approaches using novel high-

frequency indicators include Small et al. (2010), who show that stable night lights data can act as 

a proxy for urban development. Cerdeiro, Komaromi, Lui and Saeed (2020) use raw Automatic 

Identification System (AIS) signals emitted by global vessel fleets to create real-time indicators of 

world seaborne trade.  Glazer, Kim and Luca (2017) use Yelp data to measure economic activity 

in close to real time, and a granular level, across different US states and counties.  

The second strand of literature this paper contributes to is on the potential economic effect 

of COVID-19 and containment measures, including based on past pandemic episodes. Barro, 

Ursua and Weng (2020) studied the effects of non-pharmaceutical interventions (NPIs) such as 

school closings, prohibition on public gathering and quarantine/isolation on death rates in the 

United States during the 1919 pandemic. They find that while NPIs have a significant effect on 

peak death rates, they had a more limited impact on the cumulative number of deaths, possibly 

because they were not enforced for long enough. They also find that the macroeconomic effects of 

the pandemic were quite large, with the economy of a typical state contracting by around 6 percent. 

Ma et al. (2020) draw lessons for the COVID-19 pandemic from examining the immediate and 

bounce-back effects of six past health crises: the 1968 Flu (also referred to as the Hong Kong Flu), 

SARS (2003), H1N1 (2009), MERS (2012), Ebola (2014), and Zika (2016). They find that real 

GDP is 2.4 percent lower the year of the outbreak in countries affected relative to those unaffected, 

and that it remains below its pre-shock levels for five years after the crisis despite bouncing back. 

They also find that fiscal policy plays an important role in mitigating the impact of a health crisis, 

with the negative impact on GDP being reduced in countries that deployed large first-year 

responses in government spending and health care. Coibion et al. (2020) use data from customized 

surveys from over 10,000 respondents to estimate the impact of COVID-19 on households’ 
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spending and macroeconomic expectations in the United States. They find that aggregate consumer 

spending has declined substantially so far, especially in travel and clothing. They also find that 

households living in countries which enforced lockdowns earlier expect a higher unemployment 

rate over the next three to f ive years.2 

The remainder of the paper is structured as follows. Section II describes stylized facts, data 

and econometric methodology. Section III presents our results on the effect of containment 

measures, and how these effects vary across countries, depending on fiscal and monetary measures 

deployed since the pandemic outbreak, and by type of containment measure. The last section 

concludes.  

  
 

II.   STYLIZED FACTS, DATA AND METHODOLOGY 

A.   Data 

  
We assemble a comprehensive daily database of economic indicators, containment 

measures and COVID-19 infections and deaths. Table 1 provides the country coverage of each 

variable and key summary statistics.   

 
Economic data 

Nitrogen Dioxide (𝑵𝑶𝟐) emissions. We use daily data on Nitrogen Dioxide (NO2) emissions from 

the Air Quality Open Data Platform of the World Air Quality Index (WAQI). Data available on 

WAQI is collected from countries’ respective Environmental Protection Agencies (EPA). The 

database for NO2 levels covers 62 countries in total, 57 of which are used for our analysis, with 

 
2 For theoretical studies examining the effect of containment measures on economic activity see, for example, 
Eichenbaum, Rebelo and Trabandt (2020) and references therein.  
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coverage beginning from January 1, 2020.3 The data is based on the median emissions reported by 

city-specific stations which are updated three times a day. Data on NO2 pollution is provided in 

US EPA standards, which mandates that units of measure for  NO2 emissions be parts per billion 

(ppb).  

We use NO2 emissions as our main variable of interest for the empirical work in this paper, 

for three reasons: (i) NO2 emissions are strongly correlated to lower-frequency economic variables 

which are used in macro-economic analysis, such as industrial production (see next section); (ii) 

emission levels can be directly linked to overall economic activity, and are not indicative of activity 

for specific sectors only (as flights would be for tourism, for instance); (iii) data are available on a 

daily frequency, covering a relatively large sample of 57 countries. That said, we present the effect 

of containment measures on the following set of daily indicators: 

  

Flights. Flight data are collected from FlightRadar24, which provides real-time information on 

worldwide flights from several data sources, including automatic dependent surveillance-

broadcast (ADS-B), (Multilateration) MLAT and radar data.4 The database covers international 

and domestic inbound and outbound flights data for over 200 countries, 84 of which are used in 

our analysis. Data coverage is on a daily frequency and begins on January 1, 2020 . Data for total 

flights is calculated by summing daily domestic and international flights.  

 

Energy consumption. We use daily data on energy consumption for 35 countries in Europe from 

ENTSO-E’s transparency platform. The platform provides hourly total load  of electricity 

 
3 COVID-19 Worldwide Air Quality Data. Accessed May 7, 2020. https://aqicn.org/data-platform/COVID-19/report/  
 
4 https://www.flightradar24.com/how-it-works 
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generated per market time unit by plants covered by Transmission System Operators (TSO) and 

Distribution System Operators (DSO) networks. Coverage in our sample begins from January 1, 

2020.  

 

Maritime imports and exports indices. For maritime import and export indices, we use data from 

Cerdeiro, Komaromi, Lui and Saeed (2020), who build real-time indicators of world seaborne trade 

using raw Automatic Identification System (AIS) signals emitted by global vessel fleets through 

their transponders. They use machine-learning techniques to transform AIS data, which contain 

information on vessels’ speed, location, draught, etc., into import and export maritime indices. 

Their database produces import and export indices for 22 countries. Data co verage begins on 

January 1, 2020.  

 

Retail and transit-station mobility. We collect data on retail and transit-station mobility from 

Google Mobility Reports. The reports provide daily data by country and highlight the percent 

change in visits to places related to retail activity (restaurants, cafes, shopping centers, movie 

theaters, museums, and libraries), or public transport (subways, buses, train stations etc.). The data 

for each day is reported as the change relative to a baseline value for that corresponding day of the 

week, and the baseline is calculated as the median value for that corresponding day of the week, 

during the 5-week period between January 3rd and February 6th, 2020. Daily data are available for 

73 countries in our dataset, with coverage beginning from February 15, 2020. 
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Containment measures 

We use data from Oxford’s COVID-19 Government Response Tracker5  (OxCGRT) for 

containment measures. OxCGRT collects information on government policy responses across 

eight dimensions, namely: (i) school closures; (ii) workplace closures; (iii) public event 

cancellations; (iv) gathering restrictions; (v) public transportation closures; (vi) stay -at-home 

orders; (vii) restrictions on internal movement; and (viii) international travel bans. The database 

scores the stringency of each measure ordinally, for example, depending on whether the measure 

is a recommendation or a requirement and whether it is targeted or nation-wide. We normalize 

each measure to range between 0 and 1 to make them comparable. In addition, we compute and 

aggregate a Stringency Index as the average of the sub-indices, again normalized to range between 

0 and 1. The data start on January 1, 2020 and cover 151 countries/regions.  

 
 
Fiscal and monetary policy measures  

Data on fiscal stimulus (announced and implemented fiscal packages in percent of GDP) and 

monetary policy actions (change in policy rates) implemented in response to the COVID-19 

pandemic are sourced from the IMF policy tracker. The survey is distributed to country 

authorities to provide information on policy measures implemented since the beginning of the 

pandemic, ranging from external, financial, fiscal, monetary, and other policy streams. 

Responses are collected and updated on a weekly basis. The coverage includes 195 IMF member 

countries. 

 

 
5 “Coronavirus Government Response Tracker.” Blavatnik School of Government. Accessed May 7, 2020. 
https://www.bsg.ox.ac.uk/research/research-projects/coronavirus-government-response-tracker. 
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COVID-19 infections and deaths  

Data on infections and deaths are collected from the COVID-19 Dashboard from the Coronavirus 

Resource Center of Johns Hopkins University.6 Coverage begins from January 22, 2020. It 

provides the location and number of confirmed cases, deaths, and recoveries for 208 affected 

countries and regions.  

  

 
6 COVID-19 Map, JHU Coronavirus Resource Center, Accessed May 7, 2020 https://coronavirus.jhu.edu/map.html.  

41
C

ov
id

 E
co

no
m

ic
s 2

4,
 1

 Ju
ne

 2
02

0:
 3

2-
75

https://coronavirus.jhu.edu/map.html


COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

 

 

Table 1. Summary Statistics 

 Obs. Mean    Min Max 
 Std. 
Dev. Source 

Starting 
Date 

N. of 
countries  

         

NO2 emissions (log) 9,170 2.0 -0.9 4.4 0.7 
Air Quality Open Data 
Platform 1-Jan-20 62 

Total Flights (log) 29,997 3.4 0.0 10.8 2.1 FlightRadar24 1-Jan-20 217 
Retail Mobility (%) 13,456 -11.7 -58.6 2.6 13.3 Google Mobility Index 15-Feb-20 132 
Transit Station Mobility (%) 13,350 -12.2 -57.8 3.3 13.5 Google Mobility Index 15-Feb-20 131 

Maritime Import Index (log) 2,420 4.6 3.83 4.9 0.12 
Cerdeiro, Komaromi, 
Lui and Saeed (2020) 1-Jan-20 22 

Maritime Import Index (log) 2,310 4.6 4.21 5.1 0.12 
Cerdeiro, Komaromi, 
Lui and Saeed (2020) 1-Jan-20 22 

Energy Consumption (log) 4,785 12.1 3.62 15.6 1.5 ENTSO-E 1-Jan-20 35 

Confirmed Cases (log) 16,996 5.3 -0.9 14.3 3.0 
Coronavirus Resource 
Center of JHU 21-Jan-20 208 

Confirmed Deaths (log)  11,379 3.2 -1.9 11.5 2.5 
Coronavirus Resource 
Center of JHU 22-Jan-20 176 

Stringency of Measures Index 
(%) 24,626 0.4 0 1 0.4 OxCGRT. 1-Jan-20 158 
Fiscal Stimulus (% of GDP) 14,290 3.3 0 12.1 3.1 IMF Policy Tracker 1-Jan-20 97 
Policy rate cuts (bps) 25,377 76.2 0 1000 118.8 IMF Policy Tracker 1-Jan-20 172 
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B.   Stylized Facts  

 
 In order to curb COVID-19 infection and fatality rates, governments worldwide put in 

place containment measures which have ranged from school closures and cancellations of public 

gatherings, to restrictions on internal movement and stay-at-home orders. The stringency of such 

measures effectively led to shutdowns of production, manufacturing, and transportation sectors, 

and to lockdowns of many cities for prolonged periods of time. This section provides a first look 

at the data to examine whether containment measures have played a role in the observed decline 

in economic activity, proxied by NO2 emissions. To do so, we examine the levels of NO2 emissions 

in four cities before and after the implementation of (national) containment measures to fight the 

COVID-19 outbreak: Wuhan (China), Rome (Italy), New York (United States), and Stockholm 

(Sweden).  

Figure 1 presents the pattern of NO2 emission (left scale) together with the evolution of the 

stringency indicator (right scale). It shows that emissions significantly declined in these four cities 

after containment measures have been put in place. In Wuhan, a dramatic fall in NO2 levels 

coincided with the enforcement of the cordon sanitaire on January 22, 2020, and the 

implementation of the stringent containment measures in the days that followed. Measures which 

were put in place within a week of the cordon sanitaire included restrictions on internal movements 

and gatherings, stay-at-home orders, closures of public transport, and cancellations of public 

events. By the end of March, emissions were back on the rise, as public transport areas reopened, 

and restrictions on internal movement and stay-at-home requirements were relaxed (Figure 1A).  

 In Rome, the pace of decline in NO2 emissions picked up significantly towards end-

February (Figure 1B) as a result of containment measures introduced on February 23, 2020. 

Measures implemented were highly restrictive of internal movement, and, as in Wuhan, included 
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school and workplace closures, cancellation of public gatherings, restrictions on internal 

movements and gatherings, and stay-at-home orders. NO2 levels fell even further following the 

official lockdown of Italy on March 9, and closures of public transport. There is a noticeable pick-

up in NO2 emissions in early May, a few days after four containment measures were relaxed 

(workplace closures, stay-at-home orders, and restrictions on internal movement and international 

travel), and one was lifted (closures of public transport).  

  In New York, containment measures were only tightened drastically by end-March. 

Initially, containment measures entailed restrictions on international travel, school closures and 

cancellations of public events. As the outbreak evolved, restrictions on internal movements and 

the size of gatherings were put in place. Closure of workplaces was the last type of containment 

measure to be enforced. Consequently,  NO2 emissions fell at a gradual pace and plateaued at their 

lowest levels only after all measures were enforced (Figure 1C).  

 Sweden’s unique response to the COVID-19 pandemic has entailed limited containment 

measures. To-date, five containment measures have been implemented in the following order: 

restrictions on gatherings; school closures; restrictions on international travel; workplace closures; 

and restrictions on internal movement. However, with the exception of international travel 

restrictions, the other four containment measures implemented rank lowest in stringency:  schools 

for younger children are open, bans on public gatherings are for crowds of over fifty people, and 

restaurants, cafes and pubs remain operational, but must enforce social distancing. Because of less 

stringent containment measures, it is perhaps unsurprising that NO2 emissions have not declined 

significantly in Stockholm (Figure 1D).  Summarizing, preliminary evidence seems to suggest that 

containment measures have led to a decline in economic activity, as reflected in lower emissions. 

The next section checks whether this descriptive evidence holds up to more formal tests.  
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Figure 1: Evolution of 𝐍𝐎𝟐  emissions, selected cities 

Panel A. NO2 emissions, Wuhan (parts per billion (ppb)) Panel B. NO2 emissions, Rome (parts per billion (ppb)) 

 
 

Panel C. NO2 emissions, New York (parts per billion 
(ppb)) 

Panel C. NO2 emissions, Stockholm (parts per billion 
(ppb)) 

  

Source: Air Quality Open Data Platform, OxCGRT Stringency Index and IMF Staff calculations. 

Note: levels of emissions are smoothed with a five-day moving average to remove excess volatility.    
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C.   Methodology 

This section describes the empirical methodology used to examine the causal effect of containment 

measures on economic activity. Establishing causality is difficult in this context because the decision of 

countries to implement containment measures crucially depends on the evolution of the virus, which in turn 

may affect mobility and economic activity (Maloney and Taskin 2020). This implies that addressing 

causality requires the researcher to effectively control for this endogenous response. Failure to control for 

possible reverse causality would result in biased estimates of the effect of containment measures.  

We address this issue by controlling for the change in the number of infected cases and deaths the 

day before implementation of containment measures, as well as for lagged changes in daily economic 

indicators. Given lags in the implementation of interventions at daily frequency, this allows one to 

effectively control for the endogenous response of containment measures to the spread of the virus. To 

further account for expectations about the country-specific evolution of the pandemic, we also control for 

country-specific time trends. 

Two econometric  specifications are used to estimate the effect of containment measures 

on economic activity. The first establishes whether containment measures had, on average, 

significant effects. The second assesses whether these effects vary across countries depending on 

country-specific policy responses, such as the magnitude of the fiscal and monetary policy support.   

We follow the approach proposed by Jordà (2005) to assess the dynamic cumulative effect 

of containment measures on economic activity, a methodology used also by Auerbach and 

Gorodnichenko (2013), Ramey and Zubairy (2018), and Alesina et al. (2019) among others. This 

procedure does not impose the dynamic restrictions embedded in vector autoregression s and is 

particularly suited to estimating nonlinearities in the dynamic response. The first regression we 

estimate is:  
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∆𝑛𝑖,𝑡+ℎ  =  𝑢𝑖 + ℎ𝑐𝑖,𝑡  + 𝑋′𝑖,𝑡Γℎ + ∑ 𝜓ℎ,ℓ∆𝑛𝑖,𝑡−ℓ
ℒ
ℓ=1 + 𝜀𝑖,𝑡+ℎ   (1) 

 

where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡+ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 is the logarithm of the daily economic indicator 

(NO2 emissions in the baseline) in country 𝑖 observed at date 𝑡.7 𝑐𝑖,𝑡 denotes the OxCGRT 

Stringency Index. 𝑢𝑖 are country-fixed effects to account for time-invariant country-specific 

characteristics. 𝑋 is a vector of control variables which includes the amount of number of COVID-

19 infections and deaths in country 𝑖 observed at date 𝑡, daily temperature and humidity levels, 

and country-specific time trends.8  

The second specification allows the response to vary with countries characteristics. It is 

estimated as follows: 

∆𝑛𝑖,𝑡+ℎ  =  𝑢𝑖 + 𝜃ℎ
𝐿𝐹(𝑧𝑖,𝑡)𝑐𝑖,𝑡 + 𝜃ℎ

𝐻(1 − 𝐹(𝑧𝑖,𝑡))𝑐𝑖,𝑡 +  𝑋′𝑖,𝑡Γℎ + ∑ 𝐹(𝑧𝑖,𝑡) 𝜓ℎ,ℓ∆𝑛𝑖,𝑡−ℓ
ℒ
ℓ=1 +

∑ (1 − 𝐹(𝑧𝑖,𝑡))𝜓ℎ,ℓ∆𝑛𝑖,𝑡−ℓ
ℒ
ℓ=1 + 𝜀𝑖,𝑡+ℎ  

with  𝐹(𝑧𝑖𝑡) = 𝑒𝑥𝑝−𝛾𝑧𝑖𝑡/(1 − 𝑒𝑥𝑝 −𝛾𝑧𝑖𝑡),     𝛾 > 0     (2) 

where z is a country-specific characteristic normalized to have zero mean and a unit variance. 

 The weights assigned to each regime vary between 0 and 1 according to the weighting 

function 𝐹(. ), so that 𝐹(𝑧𝑖𝑡) can be interpreted as the probability of being in a given state of the 

economy. The coefficients 𝜃ℎ
𝐿and 𝜃ℎ

𝐻 capture the impact of containment measures at each horizon h 

in cases of very low levels of z  (𝐹(𝑧𝑖𝑡) ≈ 1 when z goes to minus infinity) and very high levels of z  

 
7 Given the large volatility in the daily economic indicators, we smooth their time series using a 5-day moving average. 
However, the results are very similar when using non-smoothed series (see Appendix Figure A1 for NO2 emissions). 
 
8 Since emissions are affected by climatic conditions, in the analysis using NO2 as a dependent variable we include 
temperature and humidity levels as controls—the results, however, are almost identical excluding these variables. 
Data are collected from the Air Quality Open Data Platform and include humidity and temperature for each major 
city, based on the median of several stations, from January 1, 2020. 
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(1 − 𝐹(𝑧𝑖𝑡) ≈ 1 when z goes to plus infinity), respectively. 𝐹(𝑧𝑖𝑡)=0.5 is the cutoff between low 

and high country-specific policy responses—that is, for example, low and high fiscal stimulus. 

This approach is equivalent to the smooth transition autoregressive model developed by 

Granger and Terävistra (1993). The advantage of this approach is twofold. First, compared with 

a model in which each dependent variable would be interacted with a measure of country-specific 

characteristics, it permits a direct test of whether the effect of containment measures varies across 

different country-specific “regimes”. Second, compared with estimating structural vector 

autoregressions for each regime, it allows the effect of containment measures to vary smoothly across 

regimes by considering a continuum of states to compute impulse responses, thus making the 

functions more stable and precise. 

Equations (1 and 2) are estimated for each day h=0,..,30. Impulse response functions are 

computed using the estimated coefficients 𝜃ℎ , and the 95 percent confidence bands associated 

with the estimated impulse-response functions are obtained using the estimated standard errors 

of the coefficients 𝜃ℎ , based on robust standard errors clustered at the country level.  

Our sample consists of a balanced sample of 57 economies with at least 30 observation 

days after a significant outbreak (100 cases). The data cut-off date is May 26, 2020. 

 

III.   RESULTS 

A.   Baseline 

 
Figure 2 shows the estimated dynamic response of NO2 emissions to a unitary change in 

the aggregate containment stringency index over the 30-day period following the implementation 

of the containment measure, together with the 95 percent confidence interval around the point 

estimates. The left-hand panel shows the responses of daily change of NO2 emissions while the 
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right-hand panel shows the cumulative response (which can be thought of as a proxy for lost  

output). 

The results provide evidence that containment measures have significantly reduced the 

amount of NO2 emissions. They suggest that in countries where stringent containment measures 

have been implemented, these may have reduced the amount of NO2 emissions cumulatively by 

almost 99 percent 30 days after the implementation, relative to the underlying country-specific 

path in the absence of intervention.  
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Figure 2: Effect of Containment Measures on Total Nitrogen Dioxide (𝐍𝐎𝟐 ) Emissions 

 

 

Note: Impulse response functions are estimated using a sample of 57 countries using daily data from the start of the outbreak. The analysis is restricted 

to countries with a significant outbreak that has lasted at least 30 days. t = 0 is the date when the outbreak becomes significant (100 cases) in each 

country. The graph shows the response and confidence bands at 95 percent. The horizontal axis shows the response x days after  the containment measures. 

Estimates based on ∆𝑛𝑖,𝑡 +ℎ  = 𝑢𝑖 + ℎ𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ + ∑ 𝜓ℎ,ℓ∆𝑛𝑖,𝑡 −ℓ
ℒ
ℓ=1 + 𝜀𝑖,𝑡+ℎ where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡+ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 is the logarithm of NO2 emissions in 

country 𝑖 observed at date 𝑡. The model is estimated at each horizon ℎ = 0,1, … 𝐻, with a lag structure ℓ = 1,2 … ℒ ; 𝑐𝑖,𝑡  is the index capturing the level of 

containment and mitigation measures; 𝑋 is a matrix of time varying control variables and country specific linear  time trend. Results are based on May 26 

data. 
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B.   𝐍𝐎𝟐 emissions and Industrial Production 

In order to translate the drop in NO2 emissions to losses in economic activity, we estimate 

the relationship between NO2 emissions and industrial production indices using a monthly 

database of industrial production indices for 38 countries and monthly levels of NO2 emissions 

from January 2019 to April 2020.  The panel regression is estimated as follows:  

 

 ∆𝐼𝑃𝑖,𝑡 =  α + β∆𝑁𝑂2 +  μ𝑖 + 𝜀𝑖,𝑡        (3) 

 

where ∆𝐼𝑃𝑖,𝑡 is the monthly growth rate of industrial production, and ∆𝑁𝑂2 is the monthly growth 

rate of NO2 emissions. The results show that a one percent drop in NO2 emissions is associated 

with a 0.015 percent decline in industrial production.9 Translating the estimated effect on NO2 

presented before, this implies that containment measures may have led to a 15 percent decline 

(month-on-month) of industrial production.10 

 

C.   Robustness checks 

We conducted several robustness checks of our main finding. First, we included additional 

controls in the regressions that could be correlated with the level of emissions, such as daily time 

fixed effects. Second, we repeated the analysis adding changes in mobility as controls to account 

for the fact that in many cases, containment measures were anticipated and often announced before 

 
9 ∆𝐼𝑃𝑖 ,𝑡 =  0.357 + 0.015 ∗ ∆𝑁𝑂2, with parenthesis denoting standard errors clustered at the country level. 
                  (0.035)  (0.006)  
The results is consistent with previous studies highlighting a strong positive correlation between industrialization 
and emissions of pollutants, including NO2 emissions (see, for example, Akimoto 2003; Cherniwchan 2012). 
  
10 The percent effect is computed by (eℎ-1)*100. 
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implementation. This may have reduced mobility ahead of the enforcement of containment 

measures, thus biasing the baseline estimates. Third, we repeated the analysis excluding China 

from the sample. This is due to the fact that containment measures were introduced first in China, 

therefore creating a risk that the longer-term (30 days) results may simply reflect the decline in 

economic activity in China. To further mitigate reverse causality, we use the contemporaneous 

change in NO2 emissions as a control and estimate the impact only after one day of the 

implementation of containment measures. In all cases, the results are very similar to, and not 

statistically different from, the baseline (Figure 3).  

Finally, another concern is related to the potential seasonality of NO2 emissions. In 

particular, it could be the case that the level of emissions tends to systematically decline during 

the first months of the year—the main sample of our analysis. To check for this possibility, we 

estimate the relationship between NO2 emissions and monthly fixed effects using a monthly 

database of 38 countries from January 2019 to May 2020. The results, not reported, show that 

(with the exception of July and October) monthly fixed effects are typically not statistically 

significant, suggesting that seasonality is not an important empirical issue in our analysis. 
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Figure 3: Robustness Checks (log-differences * 100) 

Response to stringency of containment measures: with 

time fixed effects 

Response to stringency of containment measures: with 

mobility controls 

 

 

Response to stringency of containment measures: 

excluding China 

Response to stringency of containment measures: 

contemporaneous dependent variable 

 

Note: Impulse response functions are estimated using a sample of 57 countries using daily data from the start of the outbreak. 

The analysis is restricted to countries with a significant outbreak that has lasted at least 30 days. t = 0 is the date when the 

outbreak becomes significant (100 cases) in each country. The graph shows the response and confidence bands at 95 percent. 

The horizontal axis shows the response x days after the containment measures. Estimates based on ∆𝑛𝑖,𝑡 +ℎ  =  𝑢𝑖 + ℎ𝑐𝑖,𝑡 +

𝑋′𝑖,𝑡Γℎ + ∑ 𝜓ℎ,ℓ∆𝑑𝑖,𝑡−ℓ
ℒ
ℓ=1 + 𝜀𝑖,𝑡+ℎ where ∆𝑛𝑖,𝑡 +ℎ = 𝑛𝑖,𝑡 +ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 is the logarithm of the level of NO2 emissions in country 𝑖 

observed at date 𝑡. The model is estimated at each horizon ℎ = 0,1,… 𝐻 , with a lag structure ℓ = 1, 2 … ℒ; 𝑐𝑖,𝑡 is the index 

capturing the level of containment and mitigation measures; 𝑋 is a matrix of time varying control variables and country specific 

linear time trend. Results are based on May 26 data. 
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D.   Impact of containment on other indicators of economic activity 

In this section, we examine whether containment measures have had an impact on other 

indicators of economic activity. Namely, we focus on the impact of stringency measures o n: (i) 

total flights; (ii) energy consumption; (iii) maritime import indices; (iv) maritime export indices; 

(v) retail mobility indices; and (vi) transit indices. These variables can shed lights on the effect of 

containment measure on different sectors of the economy, such as tourism, trade, and retail 

consumption.   

Results for equation (1) for each indicator are reported in Figure 4. They suggest that the 

impact of containment measures has been overwhelmingly adverse across all sectors, and most 

importantly tourism. Specifically, the results indicate that containment measures have reduced the 

total number international and domestic flights by more than 99 percent in the 30-day period 

following the implementation of containment measures. Total energy consumed has declined by 

more than 95 percent; maritime imports and exports have been reduced by over 40 percent, with a 

more pronounced impact on exports; retail and transit mobility have been reduced by more than 

400 percent relative to country-specific paths in the absence of intervention.11   

  

 
11 As for NO2, the percent effects are computed as (eℎ-1)*100. We also find that energy consumption as well as 
flights are positively correlated with industrial production growth—both correlations are statistically significant at 5 
percent. 
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Figure 4: Local projection response to indicators of economic activity 

(log-differences * 100) 

 

 

 
Note: Impulse response functions are estimated using a sample of 119 countries using daily data from the start of the outbreak. 
The analysis is restricted to countries with a significant outbreak that has lasted at least 30 days. t = 0 is the date when the outbreak 
becomes significant (100 cases) in each country. The graph shows the response and confidence bands at 95 percent. The horizon tal 
axis shows the response x days after the containment measures. Estimates based on ∆𝑒𝑖,𝑡+ℎ  =  𝑢𝑖 +ℎ 𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ +
∑ 𝜓ℎ,ℓ∆𝑒𝑖,𝑡−ℓ

ℒ
ℓ=1 + 𝜀𝑖,𝑡 +ℎ where ∆𝑒𝑖,𝑡 +ℎ = 𝑒𝑖,𝑡+ℎ − 𝑒𝑖,𝑡+ℎ−1 and 𝑒𝑖,𝑡 is the logarithm of the economy activity indicator (depending on 

specification) in country 𝑖 observed at date 𝑡. The model is estimated at each horizon ℎ = 0,1,… 𝐻 , with a lag structure ℓ = 1, 2 … ℒ; 
𝑐𝑖,𝑡  the index capturing the level of containment and mitigation measures; 𝑋 is a matrix of time varying control variables and country 
specific time trend. Results are based on May 26 data. 
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E.   Role of macro policy responses in mitigating the fallout in economic activity 

 
Governments and central banks around the world have implemented unprecedented 

economic measures in response to the COVID-19 pandemic.  This section examines whether such 

measures have been effective in mitigating the negative effects of containment measures, using 

data on discretionary fiscal and monetary measures implemented in response to COVID-19 

provided by the IMF Policy Tracker. We explore whether the average effect of containment 

measures varies depending on the magnitude of country policy responses deployed.  

Fiscal stimulus 

 As of May 26th, 2020, more than 90 countries worldwide had deployed (or announced) 

fiscal measures to mitigate the impact of the pandemic. Fiscal packages have been heterogeneous 

in size, ranging from less than 1 percent of GDP, to as much 12 percent of GDP for economies 

such as El Salvador, Japan, Luxembourg, and Macao SAR (Figure 5, Panel A). On average, fiscal 

stimulus used in Advanced Economies (AEs) averaged at 5 percent of GDP, compared to 2.3 

percent in Emerging Market and Developing Economies (EMDEs).  

 To examine the role of fiscal stimulus in mitigating the decline in NO2 emissions, we 

estimate equation (2) with an interaction term which measures the amount of fiscal stimulus (as a 

percent of GDP) deployed since the beginning of the pandemic. The results in Figure 6 (top panel) 

show that containment measures have had a much larger adverse impact on economic activity in 

countries with relatively small fiscal packages—equivalent to a 22 percent decline in industrial 

production. In contrast, the impact is not statistically different from zero in countries that deployed 

large fiscal stimulus packages. Consistent with the evidence of Ma et al. (2020) on previous 

pandemics, this suggests that fiscal stimulus measures can play a crucial role during the COVID-

19 pandemic to mitigate the economic fallout of the crisis.  
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Policy interest rate cuts 

Policy rates have been reduced in 97 countries from January 2019 to-date (Figure 5B). 

With policy rates closer to zero-lower-bound in AEs, policy rate cuts were much larger in EMDEs: 

more than 10 EMDEs lowered their policy rates by over 200 bps, with Ukraine cutting its policy 

rate by 400 bps.  

The results in Figure 6 (bottom panel) are obtained by estimating equation (2) using the 

cumulative policy rate cut as an interaction term. They suggest that in countries where central 

banks lowered policy rates more aggressively, the adverse impact of containment measures was 

mitigated to a greater extent. We find that the economic impact of containment measures is much 

more adverse in countries where monetary policy was not eased. In contrast, the impact of 

containment measures in countries with large cuts in policy rates is not statistically significant. 

The results suggest that monetary policy plays a significant role and may have helped in offsetting 

the economic fallout from the COVID-19 pandemic.  
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Figure 5: Policy Responses to the COVID-19 Pandemic 

Panel A. Fiscal Stimulus (in percent of GDP) Panel B. Policy Rate Cuts (in basis points) 

  

Source: IMF Policy Tracker. 
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Figure 6: Interaction with Fiscal and Monetary Policy 

(log-differences * 100) 

Interaction with Fiscal Policy  

 

Interaction with Monetary Policy 

 
Note: Impulse response functions are estimated using a sample of 57 countries using daily data from the start of the outbreak. The 

analysis is restricted to countries with a significant outbreak that has lasted at least 30 days. The graph shows the response and 

confidence bands at 95 percent. The horizontal axis shows the response x days after the containment measures. Estimates based 

on ∆𝑛𝑖,𝑡+ℎ  =  𝑢𝑖 + 𝑢𝑡 + 𝜃ℎ
𝐿𝐹(𝑧𝑖,𝑡)𝑐𝑖,𝑡 + 𝜃ℎ

𝐻(1 − 𝐹(𝑧𝑖,𝑡))𝑐𝑖,𝑡 +  𝑋′𝑖,𝑡Γℎ + ∑ 𝐹(𝑧𝑖,𝑡) 𝜓ℎ,ℓ∆𝑛𝑖,𝑡−ℓ
ℒ
ℓ=1 + ∑ (1 − 𝐹(𝑧𝑖,𝑡))𝜓ℎ,ℓ∆𝑛𝑖,𝑡−ℓ

ℒ
ℓ=1 +

𝜀𝑖,𝑡 +ℎ with  𝐹(𝑧𝑖𝑡) =
𝑒𝑥𝑝−𝛾𝑧𝑖𝑡

(1−𝑒𝑥𝑝−𝛾𝑧𝑖𝑡)
, 𝛾 > 0 where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡+ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 is the logarithm of NO2 emissions in country 𝑖 

observed at date 𝑡 and z is the country-specific characteristics normalized to have zero mean and a unit variance. The model is 

estimated at each horizon ℎ = 0,1,… 𝐻 , with a lag structure ℓ = 1, 2 … ℒ; 𝑐𝑖,𝑡 is the index capturing the level of containment and 

mitigation measures; 𝑋 is a matrix of time varying control variables and country specific linear  time trend. Results are based on 

May 26 data. 
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F.   Cost-effectiveness of different containment measures 

 
In this section, we explore how different containment measures compare in terms of 

economic cost—through their impact on economic activity and effectiveness. Our purpose is to 

examine which types of containment measure resulted in larger short-term tradeoffs between 

minimizing health risks and economic losses. This can inform the discussion of how countries 

should open-up their economies as well as how best they can respond to any second wave of 

infections.  

For this purpose, we analyze the effects on economic activity, infections, and deaths, of the 

following containment measures: (i) school closures; (ii) workplace closures; (iii) cancellation of 

public events; (iv) restrictions on size of gatherings; (v) closures of public transport; (vi) stay -at-

home orders; (vii) restrictions on internal movement; and (viii) restrictions on international travel. 

To estimate the effects of different containment measures on infections and deaths, we 

follow the approach used by Deb et al. (2020), and adapt equation (1) to the following:  

 

∆𝑑𝑖,𝑡+ℎ  =  𝑢𝑖 + ℎ𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ + ∑ 𝜓ℎ,ℓ∆𝑑𝑖,𝑡−ℓ
ℒ
ℓ=1 + 𝜀𝑖,𝑡+ℎ   (4) 

 

where ∆𝑑𝑖,𝑡+ℎ = 𝑑𝑖,𝑡+ℎ − 𝑑𝑖,𝑡+ℎ−1 and 𝑑𝑖,𝑡  is the logarithm of the number of deaths (infections), 

in country 𝑖 observed at date 𝑡. 𝑐𝑖,𝑡 denotes the OxCGRT Stringency Index. 𝑢𝑖 are country-fixed 

effects to account for time-invariant country-specific characteristics (for example, population 

density, age profile of the population, health capacity, average temperature, etc.). 𝑋 is a vector of 
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control variables which includes daily temperature and humidity levels, in addition to country-

specific time trends.12 

As noted earlier, estimating the overall effect of each measure is challenging, because many 

of the measures were introduced simultaneously. Following Deb et al. (2020), we use two 

alternative approaches to gauge the potential magnitude of the effect of each of  measure. In the 

first, we introduce each measure one at a time in equations (1) and (4) respectively. Clearly, the 

problem with this approach is that the estimates suffer from omitted variable bias. In the second 

approach, we include them all together. While this approach addresses omitted variable bias, the 

estimates are likely to be less precise due to multicollinearity. We report results for the second 

approach in Appendix Figures A5-A6.  

The results for the effects of different containment measures on economic activity and 

infections and deaths are summarized in Table 2 and reported in Appendix Figures A3-A4. They 

suggest that stay-at-home requirements and workplace closures are most effective in curbing 

infections and deaths; however, those measures are also associated with the largest economic 

losses. The results suggest that restrictions on internal movement, though costly in economic 

terms, are not as effective in curbing fatalities. Finally, less costly containment measures, such as 

school closures and restrictions on international travel, are nonetheless successful in lowering 

COVID-19 infections.   

 

  

 
12 As a robustness check, we used a dummy variable to identify the start and end of different containment and 
mitigation measures—this is similar to treating the containment measures as a shock. The results in Appendix Figure 
A2 are very similar to, and not statistically different, from the baseline. 
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Table 2. Cumulative effect of containment measure, 30 days after its introduction  
(log-differences * 100)  
 NO2 emissions Confirmed Cases Confirmed 

Deaths 
Workplace closures -423 -101 -100 
Cancellation of public events -357 ̕ -138 -160 
Stay-at-home requirements -348 -101 -132 
Restrictions on gathering size -339 -104 -70̕ 
Closures of public transport -331 -65 -81 
Restrictions on internal movement -311 -79 -91 
School closures -292 ̕ -79 -76 
Restrictions on international travel -233 ̕ -109 -151 

 
Note: the results reported in Table 2 denote the cumulative local projection response to NO2 emissions, confirmed 
cases, and confirmed deaths, to each type of containment measure. ̕ denotes that results are not significant 30 days 
after the introduction of containment measures. Estimates based on ∆𝑛𝑖,𝑡+ℎ  =  𝑢𝑖 + ℎ 𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ +

∑ 𝜓ℎ,ℓ∆𝑛𝑖,𝑡−ℓ
ℒ
ℓ=1 + 𝜀𝑖,𝑡+ℎ where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡+ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 is the logarithm of NO2 emissions (or 

infections/deaths) in country 𝑖 observed at date  𝑡. The model is estimated at each horizon ℎ = 0,1, … 𝐻, with a 
lag structure ℓ = 1, 2 …ℒ; 𝑐𝑖,𝑡  is the index capturing different types containment and mitigation measures, 
introduced one at a time; 𝑋 is a  matrix of time varying control variables and country-specific linear trend. Results 
are based on May 26 data. 
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IV.   CONCLUSIONS 

Containment measures, though crucial to halting the spread of COVID-19 and limiting the 

number of fatalities in the absence of effective therapies and vaccines, have resulted in large short-

term economic losses. In this paper, we provide a first empirical assessment on the impact of 

COVID-19 containment measures on economic activity, through the use of a novel daily database 

of high-frequency indicators of economic activity, including Nitrogen Dioxide (NO2) emissions, 

international and domestic flights, energy consumption, maritime trade, and retail mobility indices.  

Results suggest that containment measures have had, on average, very large impacts on 

NO2 emissions, with the decline in emissions levels equivalent to a loss of about 15 percent in 

industrial production over the 30-day period following the implementation of the containment 

measure. Results for other indicators of economic activity suggest that containment measures have 

had a very large adverse impact on flights worldwide, energy consumption, maritime trade, and 

retail and transit mobility. 

 Fiscal and monetary policy deployed during the COVID-19 crisis have played an 

important role in mitigating the impact of containment measures on economic activity: results 

suggest that short-term economic losses are greater in countries where less fiscal stimulus was 

deployed, and where monetary policy easing was more limited.  

Among different types of containment measure, workplace closures and stay-at-home 

orders are the most effective in flattening COVID-19 related infections and deaths but are the 

costliest in terms of their impact on economic activity. Less costly containment measures, such as 

school closures and restrictions on international travel, are successful in reducing COVID-19 

infections, but less effective in curbing fatalities.  
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ANNEX 
 

Figure A1: Local projection response of 𝐍𝐎𝟐  emissions (unsmoothed) to containment 

measures  

(log-differences * 100) 

  
Note: Impulse response functions are estimated using a sample of 57 countries using daily data from the start of the outbreak. The 
analysis is restricted to countries with a significant outbreak that has lasted at least 30 days. t = 0 is the date when the outbreak 
becomes significant (100 cases) in each country. The graph shows the response and confidence bands at 95 percent. The horizon tal 
axis shows the response x days after the containment measures.  
Estimates based on ∆𝑛𝑖,𝑡 +ℎ  = 𝑢𝑖 + ℎ𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ + ∑ 𝜓ℎ,ℓ∆𝑛𝑖,𝑡 −ℓ

ℒ
ℓ=1 + 𝜀𝑖,𝑡+ℎ where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡+ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 is the logarithm  

of NO2 emissions in country 𝑖 observed at date  𝑡. The model is estimated at each horizon ℎ = 0,1, … 𝐻, with a lag structure ℓ =
1,2 … ℒ; 𝑐𝑖,𝑡  the index capturing the level of containment and mitigation measures; 𝑋 is a matrix of time varying control variables 
and country specific time trend. Results are based on May 26 data.  
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Figure A2: Local projection response of 𝐍𝐎𝟐  emissions to containment measures dummy 

(log-differences * 100) 

 

 
Note: Impulse response functions are estimated using a sample of 57 countries using daily data from the start of the outbreak. The 
analysis is restricted to countries with a significant outbreak that has lasted at least 30 days. t = 0 is the date when the outbreak 
becomes significant (100 cases) in each country. The graph shows the response and confidence bands at 95 percent. The horizontal 
axis shows the response x days after the containment measures.  
Estimates based on ∆𝑛𝑖,𝑡 +ℎ  = 𝑢𝑖 + ℎ𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ + ∑ 𝜓ℎ,ℓ∆𝑛𝑖,𝑡 −ℓ

ℒ
ℓ=1 + 𝜀𝑖,𝑡+ℎ where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡+ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 is the logarithm  

of NO2 emissions in country 𝑖 observed at date  𝑡. The model is estimated at each horizon ℎ = 0,1, … 𝐻, with a lag structure ℓ =
1,2 … ℒ; 𝑐𝑖,𝑡  is an index dummy capturing different types containment and mitigation measures, introduced one at a time; 𝑋 is a 
matrix of time varying control variables and country specific linear trend. Results are based on May 26 data.  
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Figure A3: Local projection response of 𝐍𝐎𝟐 emissions to different containment measures 

(log-differences * 100) 

 

 
Note: Impulse response functions are estimated using a sample of 57 countries using daily data from the start of the outbreak. The 
analysis is restricted to countries with a significant outbreak that has lasted at least 30 days. t = 0 is the date when the outbreak 
becomes significant (100 cases) in each country. The graph shows the response and confidence bands at 95 percent. The horizontal 
axis shows the response x days after the containment measures.  
Estimates based on ∆𝑛𝑖,𝑡 +ℎ  = 𝑢𝑖 + ℎ𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ + ∑ 𝜓ℎ,ℓ∆𝑛𝑖,𝑡 −ℓ

ℒ
ℓ=1 + 𝜀𝑖,𝑡+ℎ where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡+ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 is the logarithm  

of NO2 emissions in country 𝑖 observed at date  𝑡. The model is estimated at each horizon ℎ = 0,1, … 𝐻, with a lag structure ℓ =
1,2 … ℒ; 𝑐𝑖,𝑡  is the index capturing different types containment and mitigation measures, introduced one at a time; 𝑋 is a matrix of 
time varying control variables and country specific linear trend. Results are based on May 26 data.  
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Figure A4a: Local projection response of confirmed infections and deaths to different 

containment measures 

(log-differences * 100) 

 

  
Note: Impulse response functions are estimated using a sample of 57 countries using daily data from the start of the outbreak. The 
analysis is restricted to countries with a significant outbreak that has lasted at least 30 days. t = 0 is the date when the outbreak 
becomes significant (100 cases) in each country. The graph shows the response and confidence bands at 95 percent. The horizontal 
axis shows the response x days after the containment measures. Estimates based on ∆𝑛𝑖,𝑡 +ℎ  =  𝑢𝑖 + ℎ𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ +
∑ 𝜓ℎ,ℓ∆𝑛𝑖,𝑡−ℓ

ℒ
ℓ=1 + 𝜀𝑖,𝑡 +ℎ where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡 +ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 the logarithm of the number of COVID-19 cases or deaths 

(depending on specification) in country 𝑖 observed at date 𝑡. The model is estimated at each horizon ℎ = 0,1,… 𝐻 , with a lag 
structure ℓ = 1,2 … ℒ; 𝑐𝑖,𝑡  is the index capturing different types containment and mitigation measures, introduced one at a time; 𝑋 
is a matrix of time varying control variables and country specific linear time trend. Results are based on May 26 data. 
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Figure A4b: Local projection response of confirmed infections and deaths to different 

containment measures 

(log-differences * 100) 

 

  
Note: Impulse response functions are estimated using a sample of 57 countries using daily data from the start of the outbreak. The 
analysis is restricted to countries with a significant outbreak that has lasted at least 30 days. t = 0 is the date when the outbreak 
becomes significant (100 cases) in each country. The graph shows the response and confidence bands at 95 percent. The horizon tal 
axis shows the response x days after the containment measures. Estimates based on ∆𝑛𝑖,𝑡 +ℎ  =  𝑢𝑖 + ℎ𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ +
∑ 𝜓ℎ,ℓ∆𝑛𝑖,𝑡−ℓ

ℒ
ℓ=1 + 𝜀𝑖,𝑡 +ℎ where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡 +ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 the logarithm of the number of COVID-19 cases or deaths 

(depending on specification) in country 𝑖 observed at date 𝑡. The model is estimated at each horizon ℎ = 0,1,… 𝐻 , with a lag 
structure ℓ = 1,2 … ℒ; 𝑐𝑖,𝑡  is the index capturing different types containment and mitigation measures, introduced one at a time; 𝑋 
is a matrix of time varying control variables and country specific linear time trend. Results are based on May 26 data. 
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Figure A4c: Local projection response of confirmed infections and deaths to different 

containment measures  

(log-differences * 100) 

 

 

  
Note: Impulse response functions are estimated using a sample of 57 countries using daily data from the start of the outbreak. The 
analysis is restricted to countries with a significant outbreak that has lasted at least 30 days. t = 0 is the date when the outbreak 
becomes significant (100 cases) in each country. The graph shows the response and confidence bands at 95 percent. The horizon tal 
axis shows the response x days after the containment measures. Estimates based on ∆𝑛𝑖,𝑡 +ℎ  =  𝑢𝑖 + ℎ𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ +
∑ 𝜓ℎ,ℓ∆𝑛𝑖,𝑡−ℓ

ℒ
ℓ=1 + 𝜀𝑖,𝑡 +ℎ where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡 +ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 the logarithm of the number of COVID-19 cases or deaths 

(depending on specification) in country 𝑖 observed at date 𝑡. The model is estimated at each horizon ℎ = 0,1,… 𝐻 , with a lag 
structure ℓ = 1,2 … ℒ; 𝑐𝑖,𝑡  is the index capturing different types containment and mitigation measures, introduced one at a time; 𝑋 
is a matrix of time varying control variables and country specific linear time trend. Results are based on May 26 data. 
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Figure A4d: Local projection response of confirmed infections and deaths to different 

containment measures  

(log-differences * 100) 

 

 

  
Note: Impulse response functions are estimated using a sample of 57 countries using daily data from the start of the outbreak. The 
analysis is restricted to countries with a significant outbreak that has lasted at least 30 days. t = 0 is the date when the outbreak 
becomes significant (100 cases) in each country. The graph shows the response and confidence bands at 95 percent. The horizon tal 
axis shows the response x days after the containment measures. Estimates based on ∆𝑛𝑖,𝑡 +ℎ  =  𝑢𝑖 + ℎ𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ +
∑ 𝜓ℎ,ℓ∆𝑛𝑖,𝑡−ℓ

ℒ
ℓ=1 + 𝜀𝑖,𝑡 +ℎ where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡 +ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 the logarithm of the number of COVID-19 cases or deaths 

(depending on specification) in country 𝑖 observed at date 𝑡. The model is estimated at each horizon ℎ = 0,1,… 𝐻 , with a lag 
structure ℓ = 1,2 … ℒ; 𝑐𝑖,𝑡  is the index capturing different types containment and mitigation measures, introduced one at a time; 𝑋 
is a matrix of time varying control variables and country specific linear time trend. Results are based on May 26 data. 
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Figure A5: Local projection response of 𝐍𝐎𝟐  emissions to different containment measures 

(together) 

(log-differences * 100) 

 

 
Note: Impulse response functions are estimated using a sample of 57 countries using daily data from the start of the outbreak. The 
analysis is restricted to countries with a significant outbreak that has lasted at least 30 days. t = 0 is the date when the outbreak 
becomes significant (100 cases) in each country. The graph shows the response and confidence bands at 95 percent. The horizontal 
axis shows the response x days after the containment measures. Estimates based on ∆𝑛𝑖,𝑡 +ℎ  =  𝑢𝑖 + ℎ𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ +
∑ 𝜓ℎ,ℓ∆𝑛𝑖,𝑡−ℓ

ℒ
ℓ=1 + 𝜀𝑖,𝑡 +ℎ where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡 +ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 the logarithm of the number of COVID-19 cases or deaths 

(depending on specification) in country 𝑖 observed at date 𝑡. The model is estimated at each horizon ℎ = 0,1,… 𝐻 , with a lag 
structure ℓ = 1,2 … ℒ; 𝑐𝑖,𝑡  is the index capturing different types containment and mitigation measures, introduced altogether; 𝑋 is 
a matrix of time varying control variables and country specific linear time trend. Results are based on May 26 data. 
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Figure A6a: Local projection response confirmed cases and deaths to different containment 

measures (together) 

(log-differences * 100) 

 

 

 

 

 
Note: Impulse response functions are estimated using a sample of 57 countries using daily data from the start of the outbreak. The 
analysis is restricted to countries with a significant outbreak that has lasted at least 30 days. t = 0 is the date when the outbreak 
becomes significant (100 cases) in each country. The graph shows the response and confidence bands at 95 percent. The horizontal 
axis shows the response x days after the containment measures. Estimates based on ∆𝑛𝑖,𝑡 +ℎ  =  𝑢𝑖 + ℎ𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ +
∑ 𝜓ℎ,ℓ∆𝑛𝑖,𝑡−ℓ

ℒ
ℓ=1 + 𝜀𝑖,𝑡 +ℎ where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡 +ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 the logarithm of the number of COVID-19 cases or deaths 

(depending on specification) in country 𝑖 observed at date 𝑡. The model is estimated at each horizon ℎ = 0,1,… 𝐻 , with a lag 
structure ℓ = 1,2 … ℒ; 𝑐𝑖,𝑡  is the index capturing different types containment and mitigation measures, introduced altogether; 𝑋 is 
a matrix of time varying control variables and country specific linear time trend. Results are based on May 26 data. 
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Figure A6b: Local projection response of confirmed cases and deaths of different 

containment measures (together) 

(log-differences * 100) 

  

Note: Impulse response functions are estimated using a sample of 57 countries using daily data from the start of the outbreak. The 
analysis is restricted to countries with a significant outbreak that has lasted at least 30 days. t = 0 is the date when the outbreak 
becomes significant (100 cases) in each country. The graph shows the response and confidence bands at 95 percent. The horizontal 
axis shows the response x days after the containment measures. Estimates based on ∆𝑛𝑖,𝑡 +ℎ  =  𝑢𝑖 + ℎ𝑐𝑖,𝑡 + 𝑋′𝑖,𝑡Γℎ +
∑ 𝜓ℎ,ℓ∆𝑛𝑖,𝑡−ℓ

ℒ
ℓ=1 + 𝜀𝑖,𝑡 +ℎ where ∆𝑛𝑖,𝑡+ℎ = 𝑛𝑖,𝑡 +ℎ − 𝑛𝑖,𝑡+ℎ−1 and 𝑛𝑖,𝑡 the logarithm of the number of COVID-19 cases or deaths 

(depending on specification) in country 𝑖 observed at date 𝑡. The model is estimated at each horizon ℎ = 0,1,… 𝐻 , with a lag 
structure ℓ = 1,2 … ℒ; 𝑐𝑖,𝑡  is the index capturing different types containment and mitigation measures, introduced altogether; 𝑋 is 
a matrix of time varying control variables and country specific linear time trend. Results are based on May 26 data. 
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We test whether earlier social distancing affects the progression 
of a local COVID-19 outbreak. We exploit county-level rainfall on 
the last weekend before statewide lockdown. After controlling for 
historical rainfall, temperature, and state fixed-effects, current 
rainfall is a plausibly exogenous instrument for social distancing. 
Early distancing causes a reduction in cases and deaths that persists 
for weeks. The effect is driven by a reduction in the chance of a very 
large outbreak. The result suggests early distancing may have sizable 
returns, and that random events early in an outbreak can have 
persistent effects on its course.
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1 Introduction

As COVID-19 outbreaks have spiraled in some regions while sparing others, it remains an open

question whether earlier social distancing played a key role. California’s statewide lockdown

began only 3 days earlier than New York’s, yet California has suffered far fewer deaths. Six Bay

Area counties within California (as well as Santa Cruz County) began their lockdown a few days

earlier than the rest of the state. They have had a more favorable trajectory than other parts of

the state despite suffering much earlier exposure to the disease.

But naı̈ve comparisons between states risk conflating the impact of earlier distancing with

differences in state characteristics. Figure 1 shows that states that issued earlier lockdowns have

higher median incomes and more college degree holders, but fewer black and older residents.

Even within a state, locales that issued earlier lockdowns may differ systematically in ways that

may or may not be observable. For example, the Associated Press reports that the Bay Area

lockdown had its roots in an association of local health officials that formed during the AIDS

epidemic and has met regularly to discuss prior epidemics like Ebola and swine flu (Rodriguez,

19 April 2020). The presence of such an institution may have had other impacts on the local

response to COVID-19 beyond the lockdown, making it difficult to isolate the effect of early social

distancing. The problem of selection bias is compounded by the problem of measurement. It is

possible that the states and counties that responded more quickly are also more active in testing

for the disease, creating non-classical measurement error.

We sidestep these challenges by exploiting within-state variation in early social distancing

induced by rainfall. We measure county-level rainfall on the last weekend before the county’s

home state went into mandatory lockdown. This key weekend is the last day that people had

wide discretion in leaving home for reasons unrelated to work (dining at restaurants, for exam-

ple). After controlling for average historical rainfall, temperature, and state fixed effects, rainfall

on this specific weekend is plausibly exogenous. Counties that had heavy rainfall were exoge-

nously induced to exercise a marginal degree of extra social distancing just a few days before

counties that had less rainfall. We measure whether these counties had fewer COVID-19 cases

and deaths in the weeks after the statewide lockdown.

We detect highly significant effects even two weeks after the statewide lockdown, many days
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Figure 1
States that Lock Down Earlier are Systematically

Different on Baseline Characteristics
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Note: The size of each circle is proportional to the number of states that shut down on that date. Demographics are
from the 2014-2018 American Community Survey (5-year estimates). Dates of state-wide lockdown orders come from the
Institute of Health Metrics and Evaluation. See Section 2.1 for details about the data.
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after the crucial weekend. The two-stage least squares estimates imply that a 1 percentage point

increase in the number of people leaving home causes an additional 14 cases and 1.3 deaths

per 100,000 residents. These effects are all the more remarkable because the variation in social

distancing induced by rainfall, though precise, is relatively small. But the impact of the initial

reduction is propagated over time. We measure growing impacts that have not leveled off even

18 days after the lockdown, nearly 3 weeks after the crucial weekend. These effects appear to be

driven by the right tail of the distribution. Counties where more people left home on the pre-

shutdown weekend are no more likely to have a marginally higher case count, but are slightly

more likely to have a big outbreak. This result is what might be expected given that differences

in the number of infections on the eve of a statewide lockdown will either vanish or be drasti-

cally amplified depending on whether the county lowers the viral reproduction rate below 1 and

avoids “superspreader” events.

Our paper joins a small but growing number of papers that study the impact of social dis-

tancing on COVID-19 transmission. Our research question is most similar to Pei et al. (2020),

who use an epidemiological model to simulate COVID-19 trajectories in a counterfactual world

where lockdowns had begun a few weeks sooner. Our study approaches this question using a

natural experiment rather than a model. A few recent studies (Courtemanche et al., 2020; Fowler

et al., 2020) use difference-in-differences designs to study the impact of statewide closures and

lockdowns on transmission. Aside from exploiting an orthogonal source of variation, our study

aims to answer a different question: whether marginal improvements in early distancing can

affect medium-run outcomes.

Meanwhile, Brzezinski et al. (2020) use state-level rainfall and temperature as exogenous

variation in non-mandated social distancing to study whether state governments are less likely

to mandate social distancing where it is already being practiced.1 Methodologically our study is

most similar to Madestam et al. (2013), which measures the impact of rainfall on a single pivotal

date (Tax Day 2010) to measure the long-run impacts of Tea Party protests. One major advantage

to studying a one-time shock rather than panel variation is that we can fully trace differential tra-

jectories across counties. And since that shock is on the weekend before statewide lockdown, it

1 Since we exploit only within-state variation, their result is not a threat to our design. We verify in Section 3.4 and

Appendix A.7 that county-level policy responses do not bias our results.
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is the closest possible counterfactual to having a longer policy of social distancing.

Our results suggest that even small differences in the extent of early social distancing can

have sizable impacts on the scale of the outbreak. As states begin to loosen their stay-at-home

orders, health officials are considering plans to potentially return to lockdown if there are signs

of a resurgence. Subject to caveats discussed in the final section, our results suggest moving

even a few days more quickly could make a measurable difference. Our results also suggest that

completely random events early in the course of a local outbreak can have surprisingly persistent

effects on its size.

2 Research Design

2.1 Data

Weather : We measure rainfall by spatially merging weather stations from the Global Historical

Climatology Network-Daily Database (Menne et al., 2012) to U.S. counties based on 2012 Cen-

sus TIGER/Line shapefiles. We calculate county-level average precipitation and daily maximum

temperatures. For each day in 2020 we calculate the average precipitation and max temperature

for that same day-of-year from 2015—2019. We then take the inverse hyperbolic sine of all of

these quantities. From here on we refer to these transformed quantities as simply current or

historical rainfall and temperature.2

Social Distancing: Our primary measure of social distancing is the percentage of people

that leave home, calculated using aggregated mobile phone GPS data provided by SafeGraph

(SafeGraph, 2020a). The data report the total devices in SafeGraph’s sample by block group, and

the number that leave their home.3 We aggregate these two counts by county and calculate the

percentage leaving home.

Leaving home is our first-stage regressor because keeping people home is the primary im-

pact of rain on social distancing, and keeping people at home for an extra weekend is the most

2 The inverse hyperbolic sine transformation log(x+
√
x2 + 1) is a convenient approximation to the natural loga-

rithm that is well-defined when x = 0 and converges to log 2 + log x as → ∞. Figure 2 suggests this transforma-

tion is successful in producing a roughly linear relationship.
3 SafeGraph defines “home” as the “common nighttime location of each mobile device over a 6 week period to a

Geohash-7 granularity ( 153m x 153m).” Leaving home is defined as leaving that square.
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natural analogy to locking down a few days sooner. But to better understand what activities

people are deterred from doing when they stay home—and whether those who do leave change

where they go—we draw on several other measures of social distancing. We use two measures of

indoor exposure. The first is the Device Exposure Index (Couture et al., 2020a), which represents

the number of people (cell phones) an average individual was exposed to in small commercial

venues within the county. We also use SafeGraph’s Weekly Patterns data to compute a measure of

“gatherings” based on whether more than 5 devices ping within a single indoor non-residential

location within one hour (SafeGraph, 2020b). Since the SafeGraph sample represents roughly

6% of a typical county, 5 devices represent a large number of people. We rescale both measures

by their daily average on the first full weekend in March, meaning a value of 100 denotes the

same exposure or number of gatherings as the first weekend of March (which was before any

local or state lockdown).

We also use several measures of long-distance travel. Using SafeGraph’s data we measure the

percentage of devices that travel greater or less than 16 kilometers from home (among those that

leave home). We also measure cross-county travel using the Location Exposure Index (Couture

et al., 2020b). We measure the fraction of people in a county who were not present on any of the

prior 14 days.4

COVID-19 Cases and Deaths : We measure daily (cumulative) COVID-19 cases/deaths by

combining data from Johns Hopkins University and the CoronaDataScraper project (Center for

Systems Science and Engineering (Johns Hopkins University); Corona Data Scraper (2020)). As

described in detail in Appendix B, we manually corrected missing values by consulting county

public health departments and local newspapers. All of these measures are cumulative cases

and deaths rather than new cases and deaths. Our primary outcomes are the number of cases

and deaths per 100,000 population, measured 14 days after the statewide lockdown.5

Demographics : We measure demographic characteristics (such as population size, median

income, age profiles of the population) using the 2014-2018 five-year estimates from the Ameri-

4 For more information on the Device Exposure Index and the Location Exposure Index see Appendix B.1.
5 We choose these measures both because they are the measures most commonly used by policymakers to gauge

the severity of an outbreak, and because they give the most accurate reflection of the number of infections

relative to the number who could potentially be infected. We choose 14 days as our default horizon because this

is the typical quarantine period for the disease, though Section 3.2 shows the impact at every horizon.
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can Community Survey (Manson et al., 2019).

Lockdowns: Finally, we measure statewide lockdown dates using the Institute of Health Met-

rics and Evaluation’s record of state policies as of 17 April 2020 (Institute for Health Metrics and

Evaluation (2020)). The dataset has all shutdown dates up to 7 April. Any state that had not shut

down by that date (or was not recorded as doing so by the Institute) is excluded from our study.

2.2 Instrument and Specifications

Defining the Instrument: We identify the last Saturday and Sunday before the day of the shut-

down order. If the shutdown was announced on a Sunday we take only the Saturday of that

weekend as the “weekend before.” If it is announced on a Saturday we take the prior weekend.

We average rainfall and temperature (both current and historical) as well as social distancing

across the days of this weekend. We compute baseline cases and deaths as those recorded for

the day before this last weekend, and baseline growth in these measures as the average change

in the inverse hyperbolic sine of each in the prior 7 days.

Specification, Identification, and Inference: We estimate first-stage, reduced form, and

second-stage regressions of the form

Di = αs + γRi + τ1R̄i + τ2Ti + τ3T̄i +Xiω + ui (1)

Yi = ζs + ρRi + ξ1R̄i + ξ2Ti + ξ3T̄i +Xiθ + vi (2)

Yi = κs + βD̂i + φ1R̄i + φ2Ti + φ3T̄i +Xiϑ+ zi (3)

where i and s index counties and states, D is the percentage of people leaving home, Y is the

outcome, αs and κs are state fixed-effects, R and R̄ are current and historical rainfall, T and T̄

are current and historical temperature, and X is a vector of baseline and demographic control

variables that vary across specifications, with the most basic specification having no controls.

We must control for historical rainfall because even within a state, counties that are typically

rainy in March and April may be systematically different from those that are not (e.g. Santa Cruz

versus San Diego in California). The instrumentRi is thus excess or unexpected rainfall, which is

plausibly uncorrelated with historical demographic characteristics. We control for temperature

because some experts and politicians have hypothesized that it may directly impact COVID-
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19 transmission.6 The identification assumption is that, after controlling for state fixed-effects,

historical rainfall, and temperature, rainfall on the pre-shutdown weekend only affects endline

case counts through its impact on the number of people leaving home. We show in Appendix A.1

that, as expected, rainfall is uncorrelated with baseline cases, deaths, and a host of demographic

characteristics.

In all of these regressions β is the two-stage least squares estimate of the impact on the out-

come of having 1 percentage point more people leave home on the weekend before the lock-

down.7 Since there is spatial correlation in both rainfall and COVID-19 infections, we cluster

standard errors using a 3°x 3° latitude-longitude grid.8

Additional Control Variables: Since rainfall is exogenous, the control variablesXi will not af-

fect the consistency of the estimates. But they can make the estimates more precise by reducing

the unexplained variation in social distancing and COVID-19 cases and deaths. Our basic speci-

fication includes nothing inXi. Our preferred specification adds controls for baseline COVID-19

prevalence. We include the number of cases per 100,000 at baseline, the raw number of cases

at baseline, and the growth rate of cases in the week prior to the pre-lockdown weekend.9 Our

most comprehensive specification includes baseline controls as well as demographic character-

istics.10

3 Results

3.1 Basic Estimates

First-Stage—Impact of Rainfall on Social Distancing: Column 1 in Panel A of Table 1 shows

estimates of the first-stage (Equation 1). After controlling for historical rainfall and tempera-

6 Chin et al. (2020), for example, find that temperature affects virus stability in lab samples.
7 Since there is a single endogenous regressor and a single excluded instrument, β̂ = ρ̂/γ̂.
8 To be precise, we generate a grid and assign each county to the cell that contains its centroid.
9 We control for both cases per 100,000 and raw case counts at baseline because both are independently informa-

tive about social distancing and endline outcomes. That is likely because while the one measures the baseline

rate of prevalence, the other drives initial local media coverage. It is also likely that a greater raw number of cases

lowers the probability that the infection dies out because all initially infected self-isolate. The case growth rate,

which we calculate as the average change in the inverse hyperbolic sine of case counts, is informative about the

trajectory prior to the pre-shutdown weekend.
10 Total population; fraction of population in the bins 60-69, 70-79, and over 80; fraction African American; and

median household income.
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Table 1
Two-Stage Least Squares Estimates

Panel A: Interpreting the First-Stage

First-Stage Activities Averted by Staying Home

(1) (2) (3) (4) (5) (6)
% Leaving Home Exposure Gatherings Travel Near Travel Far Non-Locals

Rainfall -0.432∗∗∗ -0.876∗∗∗ -1.670∗∗ -0.217∗ -0.336∗∗ -0.267∗∗

(0.126) (0.327) (0.694) (0.131) (0.146) (0.122)
Counties 1946 1397 1757 1946 1946 1397
Clusters 139 113 124 139 139 113
Outcome Mean 64.77 37.35 38.34 41.41 21.42 9.13
F-stat: Rainfall 11.68 7.18 5.79 2.75 5.27 4.77
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X

Panel B: Reduced-Form
Endline Cases/100k Endline Cases/100k

(1) (2) (3) (4) (5) (6)
Rainfall -6.776∗∗ -6.132∗∗∗ -5.921∗∗∗ -0.717 -0.581∗∗∗ -0.537∗∗∗

(3.160) (1.705) (1.670) (0.463) (0.216) (0.176)
Counties 1946 1946 1946 1946 1946 1946
Clusters 139 139 139 139 139 139
Outcome Mean 58.12 58.12 58.12 2.05 2.05 2.05
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X
Demographic Controls X X

Panel C: Two-Stage Least Squares

Endline Cases/100k Endline Cases/100k

(1) (2) (3) (4) (5) (6)
% Leaving Home 15.686 14.596∗∗∗ 14.824∗∗∗ 1.660 1.383∗∗ 1.344∗∗

(9.653) (4.852) (5.130) (1.274) (0.556) (0.517)
Counties 1946 1946 1946 1946 1946 1946
Clusters 139 139 139 139 139 139
First-Stage F 11.68 16.54 17.80 11.68 16.54 17.80
Outcome Mean 58.12 58.12 58.12 2.05 2.05 2.05
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X
Demographic Controls X X

Note: All standard errors are clustered using a 3°x 3° latitude-longitude grid to adjust for spatial correlation.
Panel A: “Exposure” refers to the Device Exposure Index, a measure of the number of devices (cell phones) visiting small
indoor venues. “Gatherings” measures the number of times more than 5 devices ping in a single indoor venue within the
span of an hour. Both of these measures are rescaled as a percentage of their level on the weekend 7—8 March. “Travel
Near” and “Travel Far” give the percentage of devices that leave home and travel less than versus more than 16 kilometers.
“Non-Locals” gives the percentage of devices in the county that were not present on any of the prior 14 days.
Panels B and C: “Baseline Case Controls” are the number of COVID-19 cases the day before the pre-shutdown weekend
(both the raw count and the number per 100,000), and the average growth (change in the inverse hyperbolic sine) of cases
in the week preceding the last weekend. “Demographic Controls” are total population; fraction of population in the bins
60-69, 70-79, and over 80; fraction African American; and median household income.
*p=0.10 **p=0.05 ***p=0.01
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Figure 2
First-Stage and Reduced Form
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First-Stage: Leaving Home
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Reduced Form Impact: Cases

Note: Each panel shows a partial correlation plot of rainfall on the weekend before the statewide lockdown against either
the percentage of people leaving home on that weekend (left-hand panel) or total cases per 100,000 as of 14 days after
the lockdown. We calculate residuals from a regression of both X and Y variable on state fixed-effects, historical rainfall,
current and historical temperature, and baseline case controls. We define bins based on residualized rainfall. Each dot
shows the average residualized outcome within the bin, and the line shows the linear prediction. The histogram shows
the number of observations that fall into each bin.

ture, a one-unit increase in our measure of rainfall causes a 0.4 percentage point decrease in the

number of people who leave home. The F-statistic is 11.68, well above conventional measures

of instrument strength.

Columns 2—6 explore what activities become less prevalent because of rainfall and because

people are staying home. One concern might be that although some people stay home because

of the rain, those who do leave will pack into bars and restaurants instead of visiting the out-

doors. Column 2 shows that the average exposure, based on how many people visit small indoor

venues, declines by 0.87 percentage points relative to its level the first weekend of March (prior to

any lockdown). Column 3 shows that our measure of large gatherings declines by 1.7 percentage

points relative to early March.

Is the impact of rainfall on the prevalence of COVID-19 driven more by reducing local trans-

mission, or by reducing the spread of the virus over long distances and across counties? Columns
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4 and 5 measure the impact on the percentage of people leaving home and traveling a short or

long distance (based on whether they traveled more than 16 kilometers from home). The esti-

mates suggest a larger impact on long distance travel (especially compared to the mean). Col-

umn 6 shows that a one-unit increase in rainfall causes a 0.27 percentage point decrease in the

fraction of people in the county who had not been there in the previous two weeks, suggesting a

sizable decline in cross-county travel.

Reduced-Form and Two-Stage Least Squares: Panel B of Table 1 shows estimates of the

reduced-form impact of rainfall on COVID-19 cases and deaths per 100,000 at endline, which

these regressions define as 14 days after the statewide lockdown. Columns 1 shows that a 1 unit

increase in rainfall on the weekend before lockdown lowers the number of cases at endline by 6.7

per 100,000. Columns 2 and 3 show that controlling for baseline prevalence and demographics

tightens the standard errors without substantially changing the estimates. Columns 4—6 imply

that the reduction in cases translates to a reduction in deaths, as well. A 1 unit increase in rainfall

causes a 0.5 to 0.7 per 100,000 reduction in the death rate.

Figure 2 shows a partial correlation plot of the first-stage and reduced form of the regression

in Column 2 (which includes baseline case controls). The plot illustrates how rainfall on the last

weekend before the state-wide lockdown lowers both the percentage of people leaving home

(left-hand panel) and the number of cases at endline (right-hand panel). The plot shows that

our estimates are not driven by outliers, and that both relationships are approximately linear.

Under the assumption that rainfall only affects disease transmission through its impact on

early social distancing, the two-stage least squares estimate—the ratio of the reduced-form and

first-stage coefficients—gives the causal impact of early social distancing on COVID-19 cases

and deaths. Panel C of Table 1 presents these estimates. All three specifications have a strong

first-stage, with the F-statistic on the excluded instrument (weekend rainfall) varying from 11 to

18. The basic specification, which has no controls, is relatively noisy and statistically insignifi-

cant.

But after controlling for baseline case controls the standard errors become tight enough to

make the estimates highly significant (Columns 2 and 5). The final specification additionally

controls for county demographics, which makes little difference in size or significance of the

estimates (Columns 3 and 6). Indeed, all three specifications produce near-identical estimates.
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A 1 percentage point increase in the number of people leaving home on the weekend before the

shutdown causes an additional 13 cases and 1.3 deaths per 100,000.

The size of these estimates relative to the mean of the outcome may seem surprising. As we

discuss in Section 3.3, the average impact represented by these estimates is misleading because

it is in large part driven by changes in the probability of large outbreaks. Clearly it is not the case

that a 4 percentage point decrease in people leaving home would have eradicated the disease

across the country. It is more accurate to say that it would marginally reduce the probability of a

catastrophic outbreak.11 Finally, it is not clear whether the proper benchmark is the population

that is infected at endline or the population that is susceptible to infection. In the latter case

the reference group is roughly the entire population, in which case our results imply that an

additional 1 percentage point of people leaving home causes an additional 0.013 percentage

points of the population to become infected.

3.2 Comparative Dynamics in Counties with Less Early Social Distancing

Table 2 gives a relatively limited picture of the trajectory of cases because all outcomes are mea-

sured at the fixed horizon of 14 days after the statewide lockdown. One advantage of our re-

search design is that we can estimate the comparative dynamics of case rates between counties

that quasi-randomly practiced different levels of early social distancing. Using the same spec-

ification as Column 2 of Table 1, we estimate the impact on cases per 100,000 2 days after the

lockdown, 4 days after, and so on for every horizon h = 2, 4, 6, . . . , 18. Figure 3 plots each co-

efficient against h. The estimated impact appears to increase linearly over time with no sign of

leveling off within the horizon available to us.12 The figure suggests the impact of a one-time

difference in early social distancing is surprisingly long-lived.

We find no evidence, however, that the growth rate of cases increases because of more people

leaving home on the last weekend (see Appendix A.4). That is not surprising because the natural

experiment induces some counties to begin early social distancing just before all counties go

11 Another possibility is that the types of activities deterred by rainfall are the riskiest—for example, visits by family

members to skilled nursing facilities. It is also possible that there are substantial spillovers across counties, and

that each person staying home actually reduces the risk of spreading cases across several counties.
12 At longer horizons we would start to lose states because our case count data ends 18 days after the last state in

our sample to go on lockdown.
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Figure 3
The Excess Case Count in Counties with Less Early Distancing

Continues to Increase Even 18 Days after Lockdown
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Note: Using total cases per 100,000 at each horizon h = 2, 4, 6, . . . , 18 we estimate the two-stage least
squares coefficient controlling for baseline case controls (analogous to Column 2 of Panel C, Table
1). Each coefficient is from a separate regression (and the regression at h = 14 is identical to that
reported in Table 1).

uniformly into lockdown. The effect is analogous to quasi-randomly inducing some counties to

begin lockdown with a larger infected population. As long as this difference in initial population

does not affect how carefully the lockdown is observed, it will rescale the case count without

affecting the transmission rate.13

3.3 Distributional Impact: Early Social Distancing Lowers the Chance of Right-Tail

Outcomes

Given the nature of exponential growth, local COVID-19 outbreaks may quickly die down or

rapidly spiral out of control. That feature of transmission dynamics suggests early social dis-

tancing may have extended rather than shifting the distribution. We test for the impact on the

full distribution by defining dummies for whether the endline number of cases per 100,000 is

13 If endline case count is is YT = Y0 exp(gT ), our natural experiment is analogous to increasing Y0.
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Figure 4
Counties with Less Social Distancing are More Likely to Have Very Large (Right-Tail) Outbreaks
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Note: We estimate the impact across the distribution of outcomes. Each point and confidence interval is the two-stage
least squares estimate of the impact of early social distancing on the probability of having endline cases per 100,000
greater than the percentile or absolute number indicated on the horizontal axis. Each estimate controls for baseline case
rate, count, and growth (analogous to Column 2 of Panel C, Table 1).

greater than each decile of the distribution. We estimate Equation 3 using these dummies as

the outcomes (using the specification with baseline case controls). This procedure is analogous

to testing how the inverse cumulative distribution function is shifted by a 1 percentage point

reduction in early social distancing.

The left-hand panel of Figure 4 plots the estimates with their 90 and 95 percent confidence

intervals. The figure suggests that although the estimated impact becomes positive around 0.4

(meaning less early distancing increases the probability of being above the 40th percentile), the

effect only becomes significant at 0.7. That suggests early distancing is lowering the probability

of a right-tail outbreak. The most precise estimate is the last. A 1 percentage point increase

in the number of people leaving home on the weekend before lockdown causes a 2 percentage

point increase in the probability of an outbreak that puts the county in the top 10 percent of the

distribution. The right-hand panel clarifies just how large these right-tail events are. This panel

is analogous to the first one, but it defines dummies based on having an endline case rate above
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some absolute cutoff. The size and significance peaks at 100 cases per 100,000, a very large case

count.

The results suggest early social distancing worked less by causing a moderate reduction in

cases than by reducing the chance of a big outbreak. This result may be consistent with several

recent studies that find that COVID-19 has a very low dispersion factor, meaning small groups

of “superspreaders” are responsible for the vast majority of cases (Kupferschmidt, 19 May 2020).

Endo et al. (2020) estimate using a mathematical model that as few as 10% of initially infected

people may be responsible for as much as 80% of subsequent cases. Miller et al. (2020) find

a similar result when they use genome sequencing to trace the virus’s spread across Israel. If

early social distancing marginally reduces the probability a superspreader begins a transmission

chain, it could explain why our estimates are driven by changes in the number of large outbreaks.

Regardless of the cause, our estimates imply that most counties that began distancing sooner

had little benefit, but those that did benefit did so tremendously.

3.4 Robustness and Threats to Validity

In the appendix we run several other tests:

Balance: Once concern is that rainfall, even after controlling for state fixed effects, historical

rainfall, and current and historical temperature, is not truly exogenous. We show in Appendix

A.1 that rainfall is uncorrelated with baseline measures of COVID-19 prevalence and county de-

mographic characteristics.

Heterogeneity: We show in Appendix A.2 that there is little evidence of heterogeneous im-

pacts by baseline case levels, baseline case growth, the time between the last weekend and the

start of the statewide lockdown, and a host of demographic characteristics. This seems largely a

consequence of not having enough data to generate a strong first stage when splitting the sam-

ple or identifying an interaction as well as a direct effect. There is some slight evidence that

early social distancing has less of an impact in counties with an older population, though the

mechanism for that result is uncertain.

Outliers: Given that Section 3.3 shows the effect comes largely from changes in the likelihood

of right-tail events, one may worry that the entire estimate is driven by a few outliers. Appendix
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A.3 shows that Winsorizing the very largest outcomes still yields significant effects. Although the

top of the distribution does drive the result, it is a genuine distributional impact rather than a

handful of fluke outliers.

Other Outcomes: Though endline cases and deaths per 100,000 is the most logical outcome

(see Section 2.1), we show in Appendix A.5 the results are qualitatively similar if we instead use

raw counts and the log of endline cases and deaths per 100,000.14

Measurement Error in COVID-19 Prevalence: One inevitable challenge to any study of COVID-

19 is that the true number of cases far exceeds reported cases. One strength of our design is that

rainfall is unlikely to be correlated with local testing capacity, making it unlikely that our re-

sult is spuriously driven by non-classical measurement error. However, we cannot rule out that

counties with larger outbreaks are more aggressive in testing. Then any variation that reduces

COVID-19 cases rates, be it rainfall or a hypothetical randomized controlled trial, would find

accentuated impacts. We acknowledge that this caveat applies to our study as it does to any

other.

Local Policy Response: One concern is that even if rainfall is exogenous, local governments

might respond to either social distancing or (more likely) rising numbers of cases by instituting

their own emergency orders or lockdowns. Our estimates might reflect not just the initial shock

to social distancing but the policy response triggered by that shock. Although such a response

is possible, it is likely to be a countervailing response. Local officials would likely loosen restric-

tions wherever case counts are low and vice-versa.15 That would, if anything, bias our estimates

towards zero. Nevertheless we show in Appendix A.7 that controlling for a dummy for whether

the county has any policy restriction by the end of the 14 day horizon of our regressions does not

change the results.

Direct Impact of Weather: Some news reports and health experts have observed that warmer

countries (e.g. Singapore and South Korea) have been more successful in controlling outbreaks

than more temperate ones (e.g. the U.S. and Western Europe). That has led to a theory that tem-

14 To be precise, we estimate a Poisson Maximum Likelihood estimator using Equation 2 as the link function. Un-

like simply taking the log, the Poisson estimator is consistent even though endline cases and deaths equal zero

in many counties (Silva and Tenreyro, 2006).
15 Brzezinski et al. (2020) find that states where people are already social distancing of their own accord are less

likely to impose a lockdown.
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perature may directly affect virus transmission (e.g Sajadi et al., 2020). If the weather directly

affects transmission it could violate the single-channel assumption needed for a valid instru-

ment.

We find no evidence for a link between transmission and temperature on the last weekend

in our county-level results. Regardless, all of our specifications control for temperature, making

it unlikely to be driving our results. Some reports have also suggested humidity may separately

affect transmission.16 Though the evidence for this is limited, we test for whether humidity is

driving the results. If the impact of rainfall on cases and deaths were through its correlation with

humidity rather than its impact on social distancing, we would expect that the reduced-form

impact of rainfall on cases and deaths would vanish after controlling for humidity. But we show

in Appendix A.6 that the reduced-form coefficient is essentially unchanged.17 Other links are

possible but not yet well substantiated. It is possible that sunlight, through ultraviolet radiation,

reduces virus spread. If that is true it would bias our estimates towards rainfall increasing the

number of COVID-19 cases.

That said, we cannot categorically rule out that rainfall has some unanticipated impact or

interaction with the environment. Given what is currently known about the virus and the nature

of our own results, we believe these effects to be second-order compared to the direct impact on

human behavior.

4 Directions for Future Research

Our results suggest that a marginal increase in social distancing a few days before a statewide

lockdown has persistent effects two to three weeks later. One interpretation is that policy mak-

ers wishing to (re)institute a lockdown would reap surprisingly large gains from moving more

quickly.

Our results come with a few caveats. First, as noted above we cannot categorically rule out

that rainfall directly affects COVID-19 transmission through some as-yet unknown mechanism.

Second, the type of social distancing induced by rainfall may differ from that induced by a gov-

16 Luo et al. (2020) is one example, though they actually find that humidity predicts lower transmission.
17 Since we only have humidity data for 60% of the sample, controlling for it directly in all specifications (as we do

with temperature) would be too costly for precision.
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ernment order.18 Finally, the context of our natural experiment—the weekend before a statewide

lockdown—was one in which many people were already voluntarily social distancing. Policy-

makers may face a different context when deciding on whether to begin a future lockdown. We

leave disentangling these mediating factors to future research.

18 For example, state and county lockdowns have sparked protests and political opposition, while a rainy weekend

presumably would not.
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A Empirical Appendix

A.1 Balance Tests
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Table 2
First Stage and Balance

Panel A
(1) (2) (3) (4)

% Leaving Home Baseline Cases Baseline Cases/100k Baseline Case Growth
Rainfall -0.432∗∗∗ -3.135 -0.054 0.005

(0.126) (4.377) (0.324) (0.004)
Counties 1946 1946 1946 1946
Clusters 139 139 139 139
F-stat: Rainfall 11.68 0.51 0.03 1.44
State FEs X X X X
Avg. Rain X X X X
Temperature X X X X
Baseline Case Controls
Demographic Controls

Panel B
(1) (2) (3) (4)

Baseline Deaths Baseline Deaths/100k Baseline Death Growth Population
Rainfall -0.174 -0.033 0.005 4258.716

(0.172) (0.032) (0.004) (11014.234)
Counties 1946 1946 1946 1946
Clusters 139 139 139 139
F-stat: Rainfall 1.03 1.04 1.44 0.15
State FEs X X X X
Avg. Rain X X X X
Temperature X X X X
Baseline Case Controls
Demographic Controls

Panel C
(1) (2) (3) (4) (5)

Median HH Income Fraction 60-69 Fraction 70-79 Fraction over 80 Fraction Black
Rainfall 3148.256 0.001∗ 0.001 -0.000 -0.001

(8802.852) (0.001) (0.001) (0.000) (0.002)
Counties 1946 1946 1946 1946 1946
Clusters 139 139 139 139 139
F-stat: Rainfall 0.13 2.79 1.10 0.01 0.22
State FEs X X X X X
Avg. Rain X X X X X
Temperature X X X X X
Baseline Case Controls
Demographic Controls

Note: We estimate Equation 1 using the basic specification on each outcome. Standard errors are clustered as in Table 1.
*p=0.10 **p=0.05 ***p=0.01
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A.2 Heterogeneity
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Table 4
Heterogeneity by Splitting the Sample

Panel A
Baseline Cases Baseline Case Growth Days Until Lockdown

(1) (2) (3) (4) (5) (6)
Below Above Below Above Below Above

% Leaving Home 7.824 22.356∗ 8.257∗ 32.642 16.916∗∗ 13.614∗∗

(5.830) (12.145) (4.655) (21.240) (8.328) (6.646)
Counties 998 948 1450 496 1055 891
Clusters 123 105 133 85 79 93
First-Stage F 3.97 8.54 6.37 6.24 8.37 6.23
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X X X
Demographic Controls X X X X X X

Panel B
Fraction over 80 Fraction Black Median HH Income

(1) (2) (3) (4) (5) (6)
Below Above Below Above Below Above

% Leaving Home 24.445∗∗ 7.941∗ 6.141 18.321∗∗∗ 11.647 62.631
(12.197) (4.688) (7.875) (6.835) (9.222) (44.183)

Counties 973 973 973 973 973 973
Clusters 119 112 118 89 118 107
First-Stage F 6.28 9.65 3.46 21.11 3.25 2.29
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X X X
Demographic Controls X X X X X X

Note: The sample is split based on whether a county is above or below the median value of the variable given in the
header. “Days Until Lockdown” is the difference between the date of statewide lockdown and the first day of the final
pre-shutdown weekend.
*p=0.10 **p=0.05 ***p=0.01
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Table 5
Winsorized Outcomes

Panel A: Reduced-Form
Endline Cases/100k Endline Deaths/100k

(1) (2) (3) (4) (5) (6)
.01 .02 .04 .01 .02 .04

Rainfall -4.088∗∗∗ -3.027∗∗∗ -2.199∗∗∗ -0.160∗∗∗ -0.130∗∗ -0.077∗∗

(1.143) (0.891) (0.712) (0.059) (0.052) (0.038)
Counties 1946 1946 1946 1946 1946 1946
Clusters 139 139 139 139 139 139
Outcome Mean 54.18 51.93 48.91 1.66 1.61 1.45
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X X X
Demographic Controls

Panel B: Two-Stage Least Squares

Endline Cases/100k Endline Deaths/100k

(1) (2) (3) (4) (5) (6)
.01 .02 .04 .01 .02 .04

% Leaving Home 9.730∗∗∗ 7.204∗∗∗ 5.234∗∗ 0.381∗∗ 0.310∗∗ 0.184∗

(3.407) (2.677) (2.155) (0.157) (0.136) (0.097)
Counties 1946 1946 1946 1946 1946 1946
Clusters 139 139 139 139 139 139
First-Stage F 16.54 16.54 16.54 16.54 16.54 16.54
Outcome Mean 54.18 51.93 48.91 1.66 1.61 1.45
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X X X
Demographic Controls

Note: Outcomes are Winsorized at at the percentiles shown in the column header.
*p=0.10 **p=0.05 ***p=0.01

A.3 Winsorized Outcomes
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Table 6
Growth Rates

Panel A: Reduced-Form
Average Growth Rate in Cases Average Growth Rate in Deaths

(1) (2) (3) (4) (5) (6)
Rainfall -0.000 -0.000 0.000 -0.000 -0.001 -0.001

(0.002) (0.002) (0.002) (0.001) (0.001) (0.001)
Counties 1946 1946 1946 1946 1946 1946
Clusters 139 139 139 139 139 139
Outcome Mean 0.10 0.10 0.10 0.04 0.04 0.04
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X
Demographic Controls X X

Panel B: Two-Stage Least Squares

Average Growth Rate in Cases Average Growth Rate in Deaths

(1) (2) (3) (4) (5) (6)
% Leaving Home 0.000 0.001 -0.000 0.000 0.001 0.001

(0.004) (0.004) (0.004) (0.003) (0.002) (0.002)
Counties 1946 1946 1946 1946 1946 1946
Clusters 139 139 139 139 139 139
First-Stage F 11.68 16.54 17.80 11.68 16.54 17.80
Outcome Mean 0.10 0.10 0.10 0.04 0.04 0.04
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X
Demographic Controls X X

Note: We calculate the growth rate as the average of the day-to-day change in the inverse hyperbolic
sine of cases and deaths from the pre-shutdown weekend through 14 days after the statewide lock-
down.
*p=0.10 **p=0.05 ***p=0.01

A.4 Growth Rates
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Table 7
Alternative Outcome: Raw Endline Counts of Cases and Deaths

Panel A: Reduced-Form
Endline Cases Endline Deaths

(1) (2) (3) (4) (5) (6)
Rainfall -58.417 -31.696∗∗ -34.127∗∗∗ -7.818 -4.886∗ -4.293∗

(53.157) (12.158) (11.987) (7.393) (2.833) (2.175)
Counties 1946 1946 1946 1946 1946 1946
Clusters 139 139 139 139 139 139
Outcome Mean 164.71 164.71 164.71 7.21 7.21 7.21
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X
Demographic Controls X X

Panel B: Two-Stage Least Squares

Endline Cases Endline Deaths

(1) (2) (3) (4) (5) (6)
% Leaving Home 135.222 75.448∗∗ 85.438∗∗ 18.097 11.631∗ 10.749∗

(141.248) (33.577) (35.271) (19.153) (6.924) (5.850)
Counties 1946 1946 1946 1946 1946 1946
Clusters 139 139 139 139 139 139
First-Stage F 11.68 16.54 17.80 11.68 16.54 17.80
Outcome Mean 164.71 164.71 164.71 7.21 7.21 7.21
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X
Demographic Controls X X

Note: The outcomes are endline cases and deaths without adjustment for county population.
*p=0.10 **p=0.05 ***p=0.01

A.5 Other Outcomes
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Table 8
Alternative Outcome: “Log” of Cases and Deaths per 100,000

Endline Cases/100k Endline Deaths/100k

(1) (2) (3) (4) (5) (6)
Rainfall -0.110∗∗∗ -0.078∗∗∗ -0.076∗∗∗ -0.306∗∗∗ -0.233∗∗∗ -0.164∗∗∗

(0.033) (0.023) (0.023) (0.090) (0.084) (0.047)
Counties 1946 1946 1946 1942 1942 1942
Clusters 139 139 139 139 139 139
Outcome Mean 58.12 58.12 58.12 2.05 2.05 2.05
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X
Demographic Controls X X

Note: We estimate a Poisson Maximum Likelihood model that assumes the outcome equals the ex-
ponential of the specifications in the main text. This is in concept similar to regressing the log of
the outcome on each specification, but the Poisson estimate is consistent even though the outcome
equals zero for many counties. We are unable to estimate second-stage IV coefficients because the
GMM estimator is unable to converge to estimates of so many state fixed-effects.
*p=0.10 **p=0.05 ***p=0.01
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Table 9
The Impact of Rainfall on Cases/Deaths Is Unchanged When We Control for Humidity

Endline Cases/100k Endline Deaths/100k

(1) (2) (3) (4) (5) (6)
Rainfall -6.132∗∗∗ -7.307∗∗∗ -6.870∗∗∗ -0.707∗∗ -0.707∗∗ -0.703∗

(1.705) (2.069) (2.040) (0.353) (0.353) (0.373)

Rel. Humidity -10.416 -0.113
(17.458) (0.993)

Counties 1946 1131 1131 1131 1131 1131
Clusters 139 135 135 135 135 135
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X X X
Demographic Controls
Sample Full Humidity Humidity Full Humidity Humidity

Note: The “Full” sample is the sample used in the main text. The “Humidity” sample is the subsample
of counties for which we have data on dew point.
*p=0.10 **p=0.05 ***p=0.01

A.6 Humidity

We use data from the Global Surface Summary of Day. The dataset does not record humidity but

does record dew point temperature. We calculate relative humidity using an approximation of

the Clausius-Clapeyron equation (Bell, Accessed 17 May 2020).19

E = E0 exp

{
L

Rv

(
1

T0
− 1

Td

)}
Es = E0 exp

{
L

Rv

(
1

T0
− 1

T

)}
HR = 100% × E

Es
= 100 exp

{
L

Rv

(
1

T
− 1

Td

)}
(4)

where the terms in (4) are

• HR : relative humidity

• T : Temperature (in Kelvin)

• Td : Dew Point Temperature (in Kelvin)

• L
Rv

= 5423K

19 In a few cases the calculation gives a number greater than 100%, likely because a measurement error in the
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We average dew point for all stations within a county and calculate the inverse hyperbolic

sine of the dew point on the last weekend before statewide lockdown.

We estimate the reduced-form of our specification

Yi = κs + ωRi + φ1R̄i + φ2Ti + φ3T̄i +Xiϑ+ vi

which gives the direct impact of rainfall on the last weekend on cases and deaths. We see if

the reduced-form coefficient ω̂ changes when we add dewpoint to the set of controls Xi. The

specifications in Table 9 first show the reduced form coefficient for the entire sample. Since we

only have humidity data for a subset of this sample, the next specification estimates the same

reduced-form coefficient using the restricted sample. The final specification adds relative hu-

midity. The reduced-form coefficient is essentially unchanged when we control for humidity.
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Table 10
Controlling for Local Policy Response Does not Change the Results

Panel A: Reduced-Form
Endline Cases/100k Endline Cases/100k

(1) (2) (3) (4) (5) (6)
Rainfall -6.253∗∗ -6.004∗∗∗ -5.884∗∗∗ -0.761 -0.660∗∗ -0.626∗∗

(2.506) (1.705) (1.682) (0.502) (0.293) (0.252)
Counties 1904 1904 1904 1904 1904 1904
Clusters 134 134 134 134 134 134
Outcome Mean 57.11 57.11 57.11 2.05 2.05 2.05
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X
Demographic Controls X X

Panel B: Two-Stage Least Squares

Endline Cases/100k Endline Cases/100k

(1) (2) (3) (4) (5) (6)
% Leaving Home 15.686 14.596∗∗∗ 14.824∗∗∗ 1.660 1.383∗∗ 1.344∗∗

(9.653) (4.852) (5.130) (1.274) (0.556) (0.517)
Counties 1946 1946 1946 1946 1946 1946
Clusters 139 139 139 139 139 139
First-Stage F 11.68 16.54 17.80 11.68 16.54 17.80
Outcome Mean 58.12 58.12 58.12 2.05 2.05 2.05
State FEs X X X X X X
Avg. Rain X X X X X X
Temperature X X X X X X
Baseline Case Controls X X X X
Demographic Controls X X

Note: We define a dummy equal to 1 if the county has adopted some measure (emergency declaration,
safer-at-home instruction, shutting down businesses) by the end of the horizon for our outcome, 14
days after the statewide lockdown. All regressions control for this dummy (in addition to the controls
discussed in the main text).
*p=0.10 **p=0.05 ***p=0.01

A.7 Policy Response

Using dates on county-level policy responses from The National Association of Counties (Ac-

cessed 22 May 2020), we define a dummy for whether the county has put any social distancing

measure (emergency declaration, safer-at-home instruction, shutting down businesses) before

the date at which we measure the outcome (14 days after the statewide lockdown). Table 10

reports our reduced-form and two-stage least squares estimates after controlling for the policy

response.
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B Data Appendix

B.1 Measures of Social Distancing

Device-exposure index (DEX): The index is computed using cellular data from PlaceIQ. Daily

exposure of a device is defined as the number of distinct devices that visit the commercial venues

that the particular device visits that day. DEX is then calculated by averaging the exposure values

for all devices in the sample in the geographical unit (e.g. county) on a particular day. The set of

devices included in the calculation of DEX are those that pinged on at least 11 days over any 14-

day period from November 1, 2019 through the date in question. The venues covered are mainly

commercial venues (with the largest category being restaurants). The set of venues is restricted

to those “small enough such that visiting devices are indeed exposed to each other.” The set

excludes Nature and Outdoor, Theme Parks, Airports, Universities, as well as any location whose

category is unidentified by PlaceIQ.

Location-exposure index: The LEX dataset is a daily matrix of 2018 counties in which each

cell [i, j] reports, among devices that pinged on a particular day in county j and pinged anywhere

in the previous 14 days, the share of devices that pinged in county i at least once during the

previous 14 days. The dataset is restricted to counties with reasonably large device samples.

We assume that diagonal elements of the matrix represent the fraction of cellphones pinging in

a particular county that belong to that county itself, and hence 1- lex[i, i] represents the total

fraction of devices pinging in county i that had not been in i during the prior 14 days.

B.2 COVID-19 Cases and Deaths

The data for county-level COVID-19 cases and deaths was extracted from two sources: (I) Coron-

aDataScraper project, and (ii) JHU COVID-19 daily cases and deaths repository. Both the sources

are updated daily. While the JHU dataset is more comprehensive of the two, we identified several

county-date combinations for which:

• There were missing observations, or

• Data was discontinued for subsequent time periods
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There were 136 such counties identified for confirmed cases and 63 for number of deaths.20 For

the counties we check, we also corrected two additional errors:

• The cumulative number of cases (or deaths) decrease after the particular date, implying a

negative growth rate in cases (or deaths)

• The cases were reported with a lag of more than 1 day

We start with confirming the first reported case for the aforementioned 136 counties. This is

important, since in some cases a presumed case was erroneously reported as the first confirmed

case, or an administrative error assigned a case from another county or state to the county in

question (or person was a temporary resident). What we observe is one (incorrect) entry in the

number of cases on a particular day and then no observations for multiple days after that.

While some counties have regular press releases or a daily updated dashboard to check the

numbers for a particular day, for the others we rely on multiple news reports. We follow the same

procedure for other cases in the panel where the cumulative numbers on the subsequent dates

mysteriously reduce only to increase again. Links to the rectification provided by the County

Public Health Department as well as the news reports have been provided in the dataset. In

cases where the county corrected the numbers but an associated press release was not found,

we rely on multiple local news reports for the dates in question. We follow the same procedure

for counties which did not have any confirmed cases but the dataset recorded one.

For randomly missing observation on particular dates, we look at the county public health

department daily releases and dashboard charts, or the state public health department daily

status updates for counties, and finally if there is a lack of information from both sources, we look

at reports from the local media. Some state public health departments also provide a disclaimer

attributing missing data for certain counties to lag in time between testing and reporting (e.g.

Jeff Davis County, Georgia). For these county-date pairs, we rely solely on multiple local news

reports that confirm the number of cases on that date.

We follow the above steps for correcting the cumulative number of deaths decreasing over

time.

20 A subsequent release of the JHU data corrected 33 of the case count errors.
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Spatial distancing: air traffic, 
Covid-19 propagation, and the 
cost efficiency of air travel 
restrictions1

Olivier Hubert2

Date submitted: 26 May 2020; Date accepted: 27 May 2020

We analyse how air traffic across countries contributed to the 
propagation of COVID-19 by fitting a Spatial Durbin-Watson model 
adapted to local projections. Such a model explicitly accounts for 
spatial dependence of observations and allows to track the effect of 
domestic and foreign new infections over time. Our estimates show 
that air travel-induced cases amount to 8-9% of all confirmed cases 
on average, and that these infections from abroad came in two waves: 
in mid-March and the fourth week of March. We also evaluate that air 
travel restrictions had a marked impact in reducing the progression 
of the pandemic from April onward. Closing all air traffic 4 weeks 
earlier could have prevented between 7,000 and 7,800 deaths. Based 
on standard values of a statistical life and on the latest estimates of 
GDP loss induced by air travel restrictions, we conclude that, just as 
social distancing, spatial distancing might be a cost-effective way to 
tackle COVID-19 in the short run.

1 The views expressed in this paper are those of the authors and do not necessarily reflect those of the OECD or 
the Banque de France.

2 Economist, UNamur.
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1 Introduction

On December 31, 2019, Wuhan hospitals reported 27 cases of pneumonia of unknown origin. Less than two
months later, COVID-19 had reached 5 continents and caused more than 85,000 confirmed cases worldwide,
including 3,000 deaths. At the time of writing, more than 5.4 million cases of COVID-19 had been reported
in more than 188 countries and territories, with a global death toll of about 350,000.1 Such unprecedented
speed and breadth of this propagation leave little doubt that air travel was key in spreading the virus.

In this paper, our objective is twofold. First, we estimate the contribution of air traffic to the spread
of COVID-19 in a panel of 48 countries (OECD economies and economies that host the 50 largest airports
worldwide). Second, based on our estimates, we provide a first-order cost-benefit analysis of air travel
restrictions.

To achieve the first objective, we build a dynamic spatial autoregressive model that explicitly account for
the air travel dependence of COVID-19 propagation in order to measure the effect of new cases across both
time and space. Our study leverages two data sources. For the panel data on COVID-19 cases, we draw
from the Johns Hopkins COVID-19 repository. To measure air travel intensity, we rely on the latest data
available from OpenFlights.org on weekly bilateral commercial flight connections between all airport-country
pairs.

As expected, our results indicate that air traffic with infected foreign regions is correlated with domestic
infection. More interestingly, our model concludes that air traffic has a quantitatively large influence in
explaining the prevalence of COVID-19 across countries. After two weeks, foreign new cases generate an
additional 21 percentage points to the observed growth rate of infections, against 43 percentage points for
new domestic infections. Over our estimation period, air travel accounts for 8-9% of reported cases, or about
108,000-121,000 cases. Based on a case fatality rate of 6.47%, air travel represents about 7,000-7,800 deaths.

Our assessment for the second objective relies on two types of data. On the one hand, we use on the
OECD’s evaluation of the initial impact of COVID-19 containment measures on economic activity (OECD,
2020a). On the other hand, we take standard estimates of the value of a statistical life (e.g. Viscusi’s (2015)
and Viscusi, and Masterman’s (2017) meta-analyses). Our calculation shows that restricting air travel 4
weeks earlier would have largely passed a cost-benefit analysis, as the monetary value of saved lives would
have amounted to USD 24-75 billion while the GDP cost associated with shutting down air transportation
4 weeks earlier would have been around USD 24 billion. Just like social distancing, spatial distancing might
be a cost-efficient way to tackle COVID-19 in the short run.2

Beyond these quantification exercises, we propose a crucial methodological innovation by applying a
Spatial Durbin-Watson model in a local projections framework. To the best of our knowledge, our paper is
the only such occurrence. This modeling choice also allows us to account for the incubation of the virus.

There exists ample evidence that globalization and the steady growth in people’s mobility contribute to
spreading contagious diseases such as COVID-19 globally. Commercial air traffic is a major culprit, as it
enables infected individuals to travel across regions in a matter of hours, rendering physical distance irrelevant
to whether countries are spatially connected. For example, commercial flights contributed to spreading the
H1N1 pandemic (Chaug-Ing Hsu and Hsien-Hung Shih, 2010). Recent papers discuss the role of air travel
in the COVID-19 pandemic (Keitou, 2020; Krisztin, Piribauer and Wögerer, 2020; Lau et al., 2020; Craig et
al., 2020; Zhuang et al., 2020). Lau et al. (2020) find a positive and significant correlation between passenger

1See https://ourworldindata.org/coronavirus. Brazil reported its first confirmed case on February 26, making South America
the 5th continent affected.

2Early assessments of the impact of social distancing measures suggest substantial economic benefits. See e.g. Greenstone
and Nigam (2020) or Thunström and et al. (2020).
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volume and domestic and international COVID-19 cases. Closely related to our study, Krisztin, Piribauer
and Wögerer (2020) show that air travel is the main spatial driver of the propagation of COVID-19 at its
onset, whereas other determinants such as geographical distance take over a few weeks into the pandemic.
We depart from their analysis by providing a direct quantification of the burden of foreign new cases for
the domestic epidemic. Finally, Keitou (2020) finds that more connected countries registered first infection
cases significantly earlier, and that very early implementations of air travel restrictions were associated with
a delayed onset of infections.

The paper is organized as follows. The following section presents the methodology and introduces the
Spatial Durbin-Watson model. Section 3 provides more information about the data construction while
Section 4 gathers the results. In particular, Sections 4.1 and 4.2 tackle the dynamic and time-varying
properties of the spatio-temporal contagion. We provide two simulation exercises in Sections 4.3 and 4.4.
The first displays how cases are distributed geographically after a new case is detected in a given country,
while the second provides a back-of-the-envelope computation of the costs and benefits of restricting air
travel. This simulation seems particularly well-suited at a time when governments contemplate re-opening
aerial routes. Finally, Section 5 concludes.

2 Methodology

2.1 The SAR model

To model the spatial interdependencies across the countries considered, we use a Spatial Autoregressive
(SAR) model. Spatial econometrics is particularly well-suited for the task at hand because it is designed
to explicitly account for the dependence of geographical regions. As such, it expresses the observed data as
a function of what can be observed in neighbouring countries. This feature is of particular interest when
dealing with infectious diseases outbreaks.

In a globalized world where goods and people can cross borders in a matter of hours, the notion of
geographic neighbour may be somewhat outdated. As a consequence, we prefer here the notion of ’strongly
connected spatial units’ to address the effect of spatial linkages. Tied to the use of spatial econometrics
models is the description of the connectivity structure that summarizes the bilateral ties region i may have
with region j.

The SAR model in its general dynamic panel form is expressed as:

casestotalt = c+ ρWcasestotalt +Xκ+ ζcasestotalt−1 + ϵt (1)

where casestotalt is a Nx1 vector containing the (log) total number of confirmed cases at time in each
country t, Xt may contain exogenous explanatory variables and W is the transmission matrix. The spatial
weight matrix W is a NxN matrix that contains the number of flight routes between countries because we
believe it best summarizes the contagion path followed by the SARS-CoV-2 virus. The first diagonal of W
is filled with zeros as a country cannot be its own neighbour. The parameter ρ gives the strength of the
spatial linkages. A value of ρ = 0 implies that neighbours do not affect the region considered. It is sufficient
for spatial stability that ρ ∈ (−1, 1) (LeSage and Pace, 2009). The matrix W is row-normalized such that
Wcasestotalt is the weighted average of foreign cases where the individual weights are given by the share of
inbound flight connections in the total number of flight connections.

Notice that Equation (1) cannot be estimated by OLS because of the presence of casestotalt on both sides
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of the equal sign. We estimate this expression via well-known techniques that allow address this issue (see
Elhorst, 2003 and LeSage, 2008). In the subsequent analysis, X is empty.

Such a model has been applied to the SARS-CoV-2 epidemic by Krisztin, Piribauer and Wögerer (2020)
in a Bayesian framework where the spatial lag parameter and the spatial weight matrix are allowed to evolve
over time. Their focus, however, does not lie on characterizing the value of the spatial parameter, but
rather on determining which spatial diffusion process among flight intensity, bilateral trade, contiguity or
free movement of people is the most relevant. They show that flight intensity explains spatial contagion
the most until the third week of March. Past this date, the spatial weight parameter ρ is not statistically
significant.

Other applications to Spanish and Chinese data include Orea and Álvarez (2020) and Guliyev (2020).
These paper, however, focus on spatial transmission due to geographical proximity (contiguity) and do not
address the dynamic feature of COVID-19 infections.

2.2 Spatial Local Projections

In addition to the static description of spatial spillovers in Equation (1), we provide a dynamic version that
allows us to track the effect of new cases both across time but also across spatial units. To achieve this, we use
the local projections framework (LP) first introduced by Jordà (2005) and popularized in macroeconomics
by a host of authors due to its high tractability and robustness to model misspecification (see, for example
Auerbach and Gorodnichenko ; 2012, 2017). Technically, such Impulse Response Functions (IRFs) consist in
regressing the dependent variable at t+ h, with h the horizon of the IRF, onto a set of lagged explanatory
variables to prevent cyclicality and a shock variable at time t. The main advantage of LP is that the IRF
and its inference can be read directly via the coefficient and standard error pertaining to the shock variable.
In essence, local projections amount to a direct forecast of the dependent variable, as opposed to an iterative
forecast that is common with Vector Autoregressions, for example.

The Spatial Local Projections take the form:3

casestotalt+h − casestotalt−1 = α+ βcasesnewt + βWWcasesnewt + γcasestotalt−1 + γWWcasestotalt−1

+ ρW (casestotalt+h − casestotalt−1 ) + ηt+h (2)

where casest is the total number of confirmed cases at time t and the shock variable is the number of
new cases casesnewt . The lagged explanatory variables control for the level of the epidemic as it has become
clear that the growth rate of infection is time-dependent. Both the prevalence (casestotalt ) and the incidence
(casesnewt ) are expressed in log terms such that the dependent variable is a growth rate.

To the best of our knowledge, the only occurrence where local projections and spatial econometrics were
merged in a consistent framework is Brady (2011). We extend his framework by taking full advantage of
the spatial lag structure: current cases depend on foreign new cases but also on foreign lagged cases. This
feature seemed important to us because of the incubation period of the virus. As such, this is the first time
that a Spatial Durbin-Watson model is used in a local projections framework.

In terms of specification, we estimate the spatial impulse response functions as a Pooled panel over the
whole sample period. Both total cases and new cases are expressed in log terms such that the impulse

3To favour readibility, the h superscript is omitted. Each of the coefficients is allowed to vary with the horizon of the Impulse
Response Function.
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response functions should be read as the cumulative growth rate between t-1 and t+h.

3 Data

The infection data comes from the Johns Hopkins COVID-19 repository, which aggregates several data
sources.4 The dataset contains daily information on total cases and new cases for more than 180 countries.
We restrict our sample to OECD countries plus non-OECD countries with an airport among the 50 largest
airports worldwide in terms of passengers traffic between 2016 and 2018. In total, we have a panel of 48
countries (see Annex A for the complete list).

The flight intensity matrix is constructed from the number of weekly direct inbound commercial flights
between country pairs as referenced in OpenFlights.org. To better gauge the actual connection intensity
between a country pair, we removed duplicate routes with a Code Share, i.e. flights operated by SN Brussels
Airlines on a Lufthansa route, for example.

The time span for the analysis below covers March, 13 2020 to April, 8 2020. The starting point of
our estimation is dictated by the heterogeneous start of the epidemic in each country. As such, we have to
restrict our estimation to a period where every country in our sample has at least one case since we use
logarithms of cases. For the ending date, we consider an extension of three weeks from the date at which
at least 50% of the countries in the world have set travel bans from infected areas (March, 18 2020). We
consider that such an extension prevents us from selecting too narrow a period (and thus cherry-picking the
results) while at the same time ensuring that our spatial transmission matrix is sensible over the four weeks
considered. This extended window also largely covers the incubation period of the virus.

4 Results

As a starting point, we provide results from Equation (1) in Table 1 estimated in its static form between
March, 13 2020 and April, 8 2020. As the ρ coefficient is positive and statistically significant, we can already
conclude to the presence of a positive spatial association due to flight intensity across country pairs: a higher
number of cases in connected countries is associated with a higher number of cases domestically. However, we
believe that a dynamic view brings additional insights on the evolution of the transmission of the Coronavirus
across time. We address this feature in the subsequent sections.

Table 1: SAR model

Variable Coefficient t-stat z-probability
c 0.18 8.72 <0.01
ζ 0.96 337.93 <0.01
ρ 0.03 6.41 <0.01

R2 0.991
Adj. R2 0.991

Note: the table reports the estimated coefficients of Equation (1). The first column indicates the value of the coefficient in the
regression, the second the corresponding t-stat and the last column lists the corresponding p-value. The last two rows of the
table report the R-squared and its adjusted counterpart.

4Dataset available at: https://github.com/CSSEGISandData/COVID-19
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4.1 Dynamic spatial diffusion

Table 2 reports the coefficients of Equation (2) at horizon h=15.5 First of all, the goodness of fit of the
regression is fairly high, with roughly 70% of the observed variance accounted for by our model. Second,
all the variables are highly statistically significant. In particular, the spatial lag ρ is positive and therefore
indicates a positive spatial association, confirming the static results. Third, the βW coefficient is positive,
which indicates that an increase in the number of cases abroad translates into an increase in cases domestically
by 21%. This coefficient provides more information than the spatial lag because it allows us to quantify the
total (direct and indirect) response of domestic cases to foreign new infections.

Table 2: Spatial Impulse Response Functions - horizon h=15

Variable Coefficient t-stat z-probability
α 5.41 49.40 <0.01
β 0.43 20.17 <0.01
γ -0.58 -30.72 <0.01
βW 0.21 7.85 <0.01
γW -0.41 -16.74 <0.01
ρ 0.18 6.24 <0.01

R2 0.706
Adj. R2 0.670

Note: the table reports the spatial impulse response of Equation (2) for h=15. The first column indicates the value of the
coefficient in the regression, the second the corresponding t-stat and the last column lists the corresponding p-value. The last
two rows of the table report the R-squared and its adjusted counterpart.

We present the results of the estimation of Equation (2) in Figure 1 and plot the response of the number
of domestic confirmed cases following an increase in the domestic (in blue with triangle markers) and foreign
cases (in red with circles). The shock takes the form of a one percent increase in the number of new cases
and the response is expressed in terms of cumulative percentage change.

Several conclusions can be drawn from the exercise. First, both domestic and foreign new cases lead
to a sizable increase in the number of domestic cases. As such this indicates that a high connectivity with
infected regions strongly increases the domestic infection rate. Second, the relative influence of foreign cases
is not marginal as the IRF for foreign cases is almost half of the one for domestic cases at horizon 15 and
25% at horizon h=3. The opening or closing of air traffic therefore has a tangible influence on the the speed
of the epidemic.

It is possible to express the share of the variance of observed cases that is due to foreign new cases thanks
to the forecast error variance decomposition (FEVD). Within the framework of local projections, we follow
the method proposed by Gorodnichenko and Lee (2019). The procedure consists in two steps: first, we
obtain the residuals from (2) as they represent the forecast error. Second, we regress the residuals onto a
collection of shocks up to t+ h. The R-squared of this regression gives the FEVD. As we have two shocks,
we make sure that the sum of the R-squareds from each type of shocks (domestic or foreign) sums to the
R-squared of the regression where both types of shocks explain the forecast error variance. The FEVDs for
various horizons can be found in Table 3. At first, new cases, whether domestic or foreign, do not explain
much of the observed growth rate of total cases. Their influence builds up with time in an unequal way.
After two weeks, foreign new cases account for 5% of the observed growth rate of infections, against 12.5%

5Though not reported here, the spatial lag across other forecast horizons remains fairly constant. We see this feature as
evidence of the robustness of the spatial association.
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Figure 1: Impulse response function of domestic and foreign new cases

Note: the figure presents the impulse response functions of the number of domestic confirmed cases following an increase in
the domestic cases (in blue with triangle markers) and foreign cases (in red with circles). Th x-axis reports the horizon of the
IRFs (in days). The IRFs are estimated in a log-log specification such that the scale (y-axis) should be read as the cumulative
growth rate following a one percent increase in the number of new cases.

for domestic cases. The influence of foreign cases is therefore slightly below half of the influence of domestic
infections.

Table 3: Forecast Error Variance Decomposition - Gorodnichenko and Lee (2019)

Domestic cases Foreign Cases
Horizon: 0 0.2 0.2

1 1.5 1
7 6 2.7

15 12.5 5.3
Note: the table reports the variance decomposition of Equation (2) for horizons 0, 1, 7 and 15 days. The computation of the
FEVDs is based on Gorodnichenko and Lee (2019). The first column indicates the value of the variance of total domestic cases
due to new domestic cases while the second column reports the share that can be attributed to new foreign cases. Inertia in
the development of the epidemic captures the remainder of the variance.

4.2 Time-varying spatial diffusion

Until now, we focused our attention on a time-invariant version of the influence of air traffic on the prop-
agation speed of COVID-19. In this section, we estimate Equation (2) for each time t and track the IRFs
for each estimation point. We report the results in Figure 2. We can observe several important features.
First, as in the time-invariant IRFs, domestic cases are more important than foreign cases, but imported
cases are not marginal either. Time-varying impulse responses therefore follow the same general pattern
and both methods are compatible. Second, while domestic cases experience a single peak in the first week
of April (third week of March plus two weeks for the computation of the IRFs), foreign cases seem to have
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experience two peaks nine days apart. Interestingly, these two peaks fit right before and after their domestic
counterparts. Third, the influence of foreign cases dies out at the beginning of April. If one recalls that 50%
of worldwide travel bans occurred in mid-March and that the incubation period of the SARS-CoV-2 virus is
2 to 15 days, we uncover evidence of the efficacy of such decisions. Our results corroborate Sekou (2020) who
shows that countries that imposed a travel ban earlier experienced a slower pace of infection. This result
also provides credence to the selection of air traffic as the main spatial diffusion process.

Figure 2: Time-dependent impulse response functions for domestic and foreign new cases

Note: the figure presents the impulse response functions of the number of domestic confirmed cases following an increase in the
domestic cases (top panel) and foreign cases (bottom panel). The IRFs are estimated in a growth-log specification such that
the scale (color bars) should be read as the cumulative growth rate (in %) following a one percent increase in the number of
new cases.

As in the panel case, we can derive the FEVDs from the IRFs to express the share of the domestic cases
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that is due to domestic of foreign factors at various horizons. On average, foreign cases amount to between
8% and 9% of the total observed cases in a given country.6 Due to the restriction that the γ and β coefficients
(both domestic and foreign) be equal across spatial units, the difference in FEVDs across countries is limited.
Spatial heterogeneity may nevertheless remain due to the country-specific spatial structure.

Figure 3: Time-dependent variance decomposition for foreign new cases

Note: the figure presents the variance of the number of domestic confirmed cases that is due to new foreign cases. Th x-axis
reports the horizon (in days) of the IRFs while the y-axis matches the time at which the IRFs are computed. The share is
expressed in percent (right color bar).

The time-dependent variance decompositions closely match the IRFs and stress the existence of two waves
of imported cases in mid-March and during the fourth week of March. From April onward, foreign cases lose
their influence on the domestic epidemic.

4.3 Simulating the transmission of COVID-19 due to air travel

We provide a simulation of the spatial diffusion of COVID-19 due to air travel in Figure 4 derived from
the panel estimation of Equation (2). We increase the number of new cases by one in China, Spain, Italy,
Great-Britain and the United States (one at a time) and we map the response after 15 days in terms of
confirmed cases in each of the 48 countries in our sample .

We can observe large heterogeneity in the responses depending on the country considered. First, an
additional case in China usually remains in East Asia and South-East Asia, with the extent of the contagion
limited to 0.4 new cases for each additional case. An additional case in the three European countries spreads
to sensibly more countries, especially from the UK, though the size of the spillover is similar to the Chinese
simulation. The US case is particularly worrisome as the strength of international transmission is much
larger than the other countries. Indeed, one additional case in the United States translates into more than
one additional case in Mexico, 0.8-1 supplementary case in Colombia and 0.6-0.8 case in Brazil and Canada.

We conclude from these simulations that exposure to well-connected travel hubs may prove particularly
dangerous in the wake of an epidemic. The total size of the spillover is also of particular interest: each

6Anecdotal evidence suggests that this proportion is sensible: as of May, 22 2020, around 10% of Coronavirus cases in South
Korea were imported.
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additional case in China creates 3.6 cases worldwide, which is roughly the same as Italy (3.7). However, one
additional case in the UK or the United States creates 6.2 and 6 new cases worldwide, respectively.

Figure 4: Country-specific IRFs for spatial diffusion of new cases

Note: the figure maps the spatial impulse response functions of the number of domestic confirmed cases at horizon=15 following
a unit increase in the number of confirmed cases in a specific country. The numbers in gray correspond to the value of domestic
response of the country considered to allow for an assessment of the relative strength of the transmission. The IRFs are based
on the panel estimates and the estimation period is 03/13/20 to 04/8/20.

4.4 Cost-Benefit analysis of air travel restrictions

The OECD (2020a) evaluates the potential direct economic impact of widespread containment measures
based on an output approach by looking at detailed categories of output and identifies the sectors most
directly affected. With these sectors typically accounting for between 30-40% of total output, the overall
direct initial hit to the level of GDP lies between 20-25% in most major advanced economies. The OECD’s
disaggregated estimates suggest that the hit in the sector of air transport, accommodation and food services
amounts to about 2.5% of GDP.
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Table 4: Cost-Benefit analysis of air travel restrictions

(In billions of USD) 48 countries OECD
Cases (up to April, 8) 1,347,683 1,212,471

Deaths (up to April, 8) 87,158 82,161
Cases due to air travel (high) 121,291 109,122

(low) 107,815 96,998
Deaths due to air travel (high) 7,844 7,394

(low) 6,973 6,573
Aggregate GDP 96,000 63,000

Share of aviation in GDP 0.5%* 0.5%
Statistical value of life (high) 0.0096 0.0096

(low) 0.0034 0.0034
Benefit (high) 75.30 70.98

(low) 24.4 23.01
Cost 36.9 24.23

*: The share of aviation in the GDP of the 48 countries is assumed to be the same as for the OECD.

Note: the table reports the Cost-Benefit analysis of the imposition of a 4-week restriction on travel at the height of the epidemic
(March, 13, 2020 to April, 8 2020). Case numbers are expressed in units while monetary aggregates are expressed in billions of
US dollars. The low and high estimates correspond to the lower and upper bound of the variance decomposition.

For our purpose, we want to disaggregate air transport from the hotel and restaurant activities. In
the OECD, air transportation activities (ISIC Rev4 industry 51) typically represent a small share of the
air transport, accommodation and food services aggregate (ISIC Rev4 industry 51;55-56). However, the
transportation support industry (ISIC Rev4 industry 52) is an important upstream activity (OECD, 2020b).
For this exercise, we assume that air travel accounts for 20% of the air transport, accommodation and food
services aggregate. Moreover, the impact on annual GDP growth depends on the duration of the containment
measures. In this computation, we consider a 4-week extension of air travel restrictions. The aggregate GDP
in 2019 amounted to about USD 63,000 billion for the OECD and 96,000 for our 48 countries. Thus, we
evaluate the cost side of our analysis at about USD 30 billion and USD 46 billion, respectively (0.025 x 0.2
x 4/52 x GDP). One needs to bear in mind that this estimation is likely to be an overerestimation as the
months of March and April are not the busiest period of the year for the aviation industry (Mao et al., 2015).

On the benefit side, our model enables us to quantify the death toll accounted for by spatial dependence.
We showed above that air travel accounts for 8-9% of reported cases, or 108,000-120,000 cases. As of April 8
(the end of our estimation window), the global case fatality rate was 6.47%, or 7,000-7,800 deaths associated
with air travel. Using a single value of a statistical life of USD 9.6 million (Viscusi, 2015; Viscusi and
Masterman, 2017), we evaluate that imposing air travel restrictions would have brought a monetary benefit
of around USD 66-75 billion. However, estimates of the statistical value of life typically depends on age
profile. Therefore, we also perform our exercise based on an estimate of the statistical value of life for age
class 55-62 years of USD 3.4 million (Aldy and Viscusi, 2007; Viscusi and Aldy, 2007). Table 4 summarizes
the Cost-Benefit analysis for our panel of countries and the OECD.

We are well aware of the approximate nature of this exercise, and by no means do we take these figures
for more than back-of-envelope calculations. Yet, we believe they provide useful points of reference for
policymakers and are suggestive that, in the short-run, air travel restrictions might pass the cost-benefit
test.

121
C

ov
id

 E
co

no
m

ic
s 2

4,
 1

 Ju
ne

 2
02

0:
 1

11
-1

25



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

5 Conclusions

In this paper we have shown that commercial flights had a decisive contribution to the worldwide propagation
of the SARS-CoV-2 virus during the height of the pandemic. To achieve this, we have presented a Spatial
Durbin-Watson model adapted to local projections. This framework allowed us to track the influence of an
increase in foreign new cases both temporally and spatially.

Our results can be summarized as follows. First, we estimate that foreign cases represent 8 to 9% of
the observed cases. However, it is also relevant to consider the time-varying importance of air traffic for
the transmission of COVID-19. Foreign contamination mainly came in two waves spaced by about 9 days
(mid-March and third week of March). After the enactment of travel bans, epidemic developments abroad
lose their importance for the domestic propagation of the virus. Second, we provide a counterfactual scenario
in the form of a 4-week ban on commercial travel and show that such a decision would have saved 7,000 to
7,800 lives whose value might outweigh the cost for the aviation sector in the short-run. As the effect of air
travel diminishes over time, however, the marginal benefit is decreasing while the output cost increases as
the shutdown is extended. Moreover, finer calculation should take the age distribution of air travel-induced
deaths into account.

Although these calculations can only be characterized as a first-order approximation, we nevertheless
believe that they could serve as useful point of reference for policymakers, especially so at a time when
governments contemplate re-opening national airspaces.
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A List of countries in the analysis

Table 5: List of countries in the analysis

Country ISO code Country ISO code
Australia AUS Lithuania LTU
Austria AUT Luxembourg LUX
Belgium BEL Malaysia MYS
Brazil BRA Mexico MEX

Canada CAN Netherlands NLD
Chile CHL New Zealand NZL
China CHN Norway NOR

Colombia COL Philippines PHL
Czech Republic CZE Poland POL

Denmark DNK Portugal PRT
Estonia EST Russia RUS
Finland FIN Singapore SGP
France FRA Slovakia SVK

Germany DEU Slovenia SVN
Greece GRC South Korea KOR

Hungary HUN Spain ESP
Iceland ISL Sweden SWE
India IND Switzerland CHE

Indonesia IDN Taiwan TWN
Ireland IRL Thailand THA
Israel ISR Turkey TUR
Italy ITA United Arab Emirates ARE

Japan JPN United Kingdom GBR
Latvia LVA United States USA
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1 Introduction

The progress of an epidemic typically starts off with the number of cases
following an exponential growth path. Over time the growth rate falls and
the total number of cases approaches a final level - the ‘leveling of the curve.’
Complex behavioural modeling of the progress of the disease, for example
by using the ‘semi-mechanistic Bayesian hierarchical model’implemented by
the team at Imperial College London, depends on many assumptions and
unknowns; see Flaxman et al. (2020). Simple and transparent time series
models may offer an alternative way of making predictions of the trajectory
of the epidemic; see, for example, Chowell et al. (2016, section 2) where such
approaches are called ‘phenomenological’. Similar issues arise in economics
where there is a contrast between calibrated and Bayesian models based on
economic theory and data-based time series models1. Avery et al (2020) give
an excellent review of these issues.
The progress towards an upper bound or saturation level can be taken on

board with a sigmoid curve, such as the logistic

µ(t) = µ/(1 + γ0e
−γt), γ0, γ, µ > 0, −∞ < t <∞, (1)

where µ is the final level, γ is a rate of progress parameter and γ0 takes
account of the initial conditions. Logistic curves can be shown to arise from
a model of a simple epidemic; see, for example, Daley and Gani (2008, ch 2).
More generally, sigmoid curves are used in many disciplines for a variety of
applications, such as estimating the demand for new products and population
growth of mammals subject to space and resource limitations. An early and
influential discussion of growth curves was given by Gregg et al. (1964).
More recently Panik (2014) describes growth curves and statistical methods
for fitting them. Here we concentrate on an extension of the logistic curve
called the generalized logistic (GL) or Richards curve; see Panik (2014, p
78-80). The Gompertz curve emerges as an important special case. Figure 1
shows a Gompertz growth curve together with the corresponding change, as
given by the first derivative. A second change curve shows the effect of what
turns out to be a key parameter, γ, on the peak.
By formulating a statistical model, parameters such as γ0, µ and γ can be

estimated from observations, denoted Yt, made at discrete times t = 1, ...T,
on µ(t). One option is to work directly with the level, by basing a time se-
ries model on a deterministic trend, as in (1); for example Meade and Islam

1See also Harris et al. (2018) in the context of energy forecasting.

127
C

ov
id

 E
co

no
m

ic
s 2

4,
 1

 Ju
ne

 2
02

0:
 1

26
-1

57



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

1007550250

100

75

50

25

0

tt

Figure 1: Gompertz function with saturation level of 100 and point of inflex-
ion equal to 30, with γ0 = 20 and γ = 0.1. The bold line shows change in
each period times 10. The dotted line has γ = 0.15.
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(1995) report fitting a variety of growth curves to telecommunications data,
while a recent article by Ciufolini and Paolozzi (2020) reports fitting a de-
terministic trend to total coronavirus cases in Italy. The methods discussed
in Panik (2014, ch 4) are restricted to deterministic curves, possibly with a
first-order autoregressive disturbance term2. Our view is that, as with most
economic and social time series, a deterministic trend fitted to the level is
too inflexible. Instead we prefer to work with the change or the growth rate,
with the specification of the model informed by the assumption that the total
follows a growth curve. The saturation level can be continually updated as
new observations become available. A second advantage of working with the
difference or the growth rate is that when logarithms are taken3, estimation
of the basic models derived from the GL class can be carried out by least
squares regression, as proposed in Harvey (1984). Thus the method is vi-
able even for a small number of observations. Finally the deterministic time
trend in the estimating equations can be replaced by a stochastic one. This
is particularly effective with a Gompertz function. The flexible trend, which
can be estimated by the Kalman filter, as in the STAMP package of Koop-
man et al. (2020), allows parameters to evolve over time. As a result the
model can adapt to significant events and changes in policy. Figure 2 shows
predictions made for new cases of coronavirus in Germany. The predictions,
which include a day of the week effect, were made using data up to the end
of March and show a downward trend even though the series was only just
reaching what subsequently turned out to be its peak. Moving beyond the
peak signals that Rt, the effective reproduction number at time t, has gone
below one; see Flaxman et al. (2020) and Aronson et al. (2020).
When numbers are small, as is the case with deaths at the beginning or

end of an epidemic, there is a strong argument for adopting a negative bi-
nomial distribution. Models formulated under an assumption of Gaussianity
need to be modified accordingly and we show how this may be done using
the score-driven approach described in Harvey (2013) and implemented in
the TSL computer package of Lit, Koopman and Harvey (2020).
Section 2 describes the GL class of growth curves, while Section 3 dis-

2Tests for a unit root are discussed but the implications are not followed up.
3One implication is that the forecasts of the change will tend asymptotically towards

zero and never become negative. In some applications, Yt can go down as well as up and
in these situations the methods proposed here do not apply. Instead flexibility can be
brought into the deterministic growth curve by allowing parameters, such as µ, to change
over time. Young and Ord (1989) effectively do this by discounted least squares.
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Figure 2: Predictions for new cases of coronavirus in Germany made on
April 1st. NB. There was no observation for May 1st and so May 2nd can
be regarded as the sum of 1st and 2nd.

cusses estimation. These methods are then applied in Section 4 to data on
coronavirus in UK hospitals and in Germany. Forecasts are set out and eval-
uated. The effects of policy, primarily the lockdown imposed on 21st March
in the UK, are assessed in Section 5. There is concern about a potential
second wave of infections as restrictions start to be eased and ways in which
this might be monitored are discussed in Section 6. Section 7 concludes.

2 Growth curves

Let µ(t) ≥ 0 be a monotonically increasing function defined over the real
line. The rate of change or ‘incidence curve’is dµ(t)/dt ≥ 0. The generalized
logistic is

µ(t) = µ/(1 + (γ0/κ)e−γt)κ, γ0, γ, κ > 0, (2)

where γ is a growth rate parameter. The parameter κ must be positive for
there to be an upper asymptote; allowing κ to be negative gives the class of
general modified exponential (GME) growth curves. The logistic is obtained
by setting κ = 1, while letting κ→∞ yields the Gompertz curve. When γ0
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is determined by the value of the curve at t = 0, it is

γ0 = κ
[
(µ/µ(0))1/κ − 1

]
. (3)

Differentiation yields

ln dµ(t)/dt = ρ lnµ(t) + δ − γt, (4)

where δ = ln(γ0µ
−1/κγ) and ρ = (κ+1)/κ, so 0 < κ <∞ implies 1 < ρ <∞.

Alternatively, because dµ(t)/dt = g(t)µ(t),

ln g(t) = (ρ− 1) lnµ(t) + δ − γt, (5)

where g(t) is the growth rate of µ(t). Note that ρ− 1 = 1/κ.
The generalized logistic differential equation implied by (2) is

dµ(t)

dt
= γκ

[
1−

(
µ(t)

µ

)1/κ]
µ(t). (6)

The term in square brackets is less than one and tends to zero as µ(t)→ µ.
The growth rate implied by (6) is

g(t) = γκ

[
1−

(
µ(t)

µ

)1/κ]
. (7)

When κ = 1 (6) is a Riccati equation.

2.1 Where is the peak?

The point of inflexion on the growth curve is the point at which the number
of new cases, dµ(t)/dt, peaks. Taking the second derivative4 of µ(t) and
setting to zero yields the condition

g(t) = −d ln g(t)/dt = −gg(t). (8)

Where gg is the growth rate of the growth rate. It follows from (5) that the
point of inflexion in the GL is when g(t) = γ/ρ. The corresponding value of
µ(t) is

µ∗ = µρ−κ = µ(κ/(κ+ 1))κ. (9)

4d2µ(t)/dt2 = g(t)dµ(t)/dt+ µ(t)dg(t)/dt. Dividing by g(t)µ(t) gives the result.
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The change declines more slowly than it ascends when κ > 1; see for example
Figure 1.
When γ0 is determined by µ(0), as in (3), the peak is at

t∗ = ln γ0/γ, γ0 > 1, (10)

so it comes forward as γ increases.

2.2 The Gompertz curve

The Gompertz curve is

µ(t) = µ exp(−γ0e−γt), γ0, γ > 0, −∞ < t <∞. (11)

When the GL is parametrized as in (2), letting κ → ∞ gives (11). Taking
the logarithm of µ(t) gives

lnµ(t) = lnµ− γ0e−γt (12)

leading to (5) with ρ = 1, that is

ln g(t) = δ − γt, (13)

where δ = ln γ0γ. The point of inflexion is in (10), which corresponds to
µ∗ = µ/e ≈ 0.368µ, where e is Euler’s number. The maximum value of the
change is 0.368γµ, while g(t) = γ. Letting κ→∞ in (9), so that ρ→ 1, also
gives µ∗ = µ/e.

2.3 Statistical distributions and epidemics

Writing a GL growth curve as µ(t) = µF (t) allows F (t) to be interpreted
as the cumulative distribution function (CDF) of the log of a Dagum dis-
tribution; see Kleiber and Kotz (2003, pp 212-13). Hence the probability
distribution function (PDF), f(t), is a special case of an Exponential Beta
of the Second Kind (EGB2) distribution; see McDonald and Xu (1995).
The Gompertz distribution written in terms of the notation of (11) has

f(t) = γγ0F (t) exp(−γt). Figure 1 shows a Gompertz PDF (labelled change)
with γ0 = 20 and γ = 0.1 as well as γ = 0.15. The effect of increasing γ is
to raise the peak and bring it forward. Since dµ(t)/dt = µf(t) the peak is
brought down by a lower µ.
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When estimating a deterministic growth curve, some researchers, for ex-
ample Ciufolini and Paolozzi (2020), prefer to use a sigmoid defined in terms
of the Gaussian error function, which is the CDF of a Gaussian variate. Sim-
ilarly Murray et. al. (2020) use the Gaussian error function to model the
logarithm of total coronavirus cases in US states. Given that the Gaussian
error function has no closed form and is not straightforward to evaluate, it
is diffi cult to see the appeal.
It follows from (6) that

dµ(t)/dt = µF (t)(1− F (t)1/κ), (14)

where µ(t) = µF (t). In a simple epidemic, dµ(t)/dt is proportional to a
logistic growth curve, F (t)(1− F (t)). Allowing κ to be other than one gives
more flexibility and is a useful generalization if the model provides a good
fit to the data. Indeed complex mechanistic models of epidemics, with the
population assigned to compartments labeled Susceptible, Infected, and Re-
covered (SIR), often produce incidence curves that are positively skewed. An
example is the model of Giordano et al. (2020) which is based on a system
of eight differential equations.

3 Statistical modeling

In the observational model, the cumulative total at time t − 1 replaces µ(t)
and the (positive) change, yt = ∆Yt = Yt−Yt−1, replaces dµ(t)/dt. Equation
(4) leads to

ln yt = ρ lnYt−1 + δ − γt+ εt, ρ ≥ 1, t = 2, ..., T, (15)

where the disturbance terms εt are assumed to be independently and iden-
tically distributed with mean zero and constant variance, σ2ε, that is εt ∼
IID(0, σ2ε). Subtracting lnYt−1 from both sides gives the form corresponding
to (5) namely

ln gt = (ρ− 1) lnYt−1 + δ − γt+ εt, (16)

where gt = yt/Yt−1, although it may also be defined as ∆ lnYt. The parame-
ters ρ, δ and γ can therefore be estimated by regression. If ρ takes a specified
value, ln yt− ρ lnYt−1 is simply regressed on a constant and time trend. The
estimators of δ and γ are then effi cient when the disturbance is Gaussian,
that is εt ∼ NID(0, σ2ε).
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The observational model for the Gompertz curve is

ln yt = lnYt−1 + δ − γt+ εt, t = 2, ..., T, (17)

or the simple time trend regression

ln gt = δ − γt+ εt, t = 2, ..., T. (18)

3.1 Forecasts

Forecasts of future observations and an estimate of the saturation level can
be obtained from the predictive recursions

ŷT+`|T = µ̂ρT+`−1|T exp(δT ) exp(−γ`) (19)

µ̂T+`|T = µ̂T+`−1|T + ŷT+`|T , ` = 1, 2, .... (20)

where δT is the level at time T, that is δT = δ − γT, and µ̂T |T = YT . As
`→∞, µ̂T+`/T → µ. Alternatively

ĝT+`|T = µ̂ρ−1T+`−1|T exp(δ − γ(T + `)), ` = 1, 2, .. (21)

µ̂T+`|T = µ̂T+`−1|T (1 + ĝT+`|T ) (22)

so that ŷT+`|T = ĝT+`|T µ̂T+`−1|T and ŶT+`/T = µ̂T+`|T .
For the Gompertz model, where ρ = 1, the forecasts for the growth rate

are simply
ĝT+`|T = exp(δT ) exp(−γ`), (23)

so (21) and (22) yield

µ̂T+`|T = µ̂T |T
∏̀
j=1

(1 + exp(δT ) exp(−γj)). (24)

A future point of inflexion is given at `∗ = (δT − ln γ)/γ. When5 ` → ∞,
µ̂T+`|T ' YT exp(exp(δT )/(exp(γ)− 1))).
Predictive distributions of future observations may be obtained by simu-

lation.
5 ln

∏`
j=1 (1 + gT+`) = ln

∑`
j=1 (1 + gT+`) '

∑`
j=1 gT+`. Higher order terms can be

neglected when gT+` is small. Then
∑`

j=1 gT+` = δT
∑`

j=1 exp(−γ`)→ δT /(exp(−γ)−1))
as `→∞
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Remark 1 An assumption of normality for the disturbances in (15) implies
that, conditional on information at time T, yT+1 is log-normal. Thus there
may be a case for multiplying ŷT+1|T by exp(0.5σ2), where σ2 is the prediction
error variance. (When there is no stochastic trend σ2 = σ2ε.)

3.2 Gompertz model with a time-varying trend (dy-
namic Gompertz)

A stochastic trend may be introduced into (18), that is

ln gt = δt + εt, εt ∼ NID(0, σ2ε), t = 2, ..., T,

where
δt = δt−1 − γt−1 + ηt, ηt ∼ NID(0, σ2η),
γt = γt−1 + ζt, ζt ∼ NID(0, σ2ζ),

(25)

and the normally distributed irregular, level and slope disturbances, εt, ηt
and ζt, respectively, are mutually independent. When σ2η = σ2ζ = 0, the
trend is deterministic, that is δt = δ − γt with δ = δ0. When only σ2ζ is
zero, the slope is fixed and the trend reduces to a random walk with drift.
On the other hand, allowing σ2ζ to be positive, but setting σ

2
η = 0 gives

an integrated random walk (IRW) trend, which when estimated tends to be
relatively smooth; see, for example, Harvey (2008). Figure 3 shows smoothed
estimates of the logarithm of the Italian growth rate using data for March
2020.
The STAMP package of Koopman et al. (2020) can estimate a stochastic

trend using techniques based on state space models and the Kalman filter.
The Kalman filter outputs the state at time T so the forecasts are given by
(22) and (24). The forecasts respond to recent movements in the data. Thus
an increase in γt, brought about by smaller than expected values of yt, means
a faster decline in the growth rate.
A stochastic trend can be introduced into the more general GL model.

However, unless ρ is fixed, it may be hard to estimate in small samples.
The Kalman filter can be bypassed by adopting the reduced form, which

comes from the innovations form of the Kalman filter; see Harvey (2008).
For the GL curve

ln yt = ρ lnYt−1 + δtpt−1 + εt, t = 3, ..., T, (26)
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LDLItaly Level
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Figure 3: Smoothed estimates of logarithms of the growth rate of total cases
in Italy in March.

or
ln gt = (ρ− 1) lnYt−1 + δtpt−1 + εt, t = 3, ..., T, (27)

where δt+1pt is the filtered form of the IRW

δt+1pt = δtpt−1 − γtpt−1
γt+1pt = γtpt−1 + αεt.

The parameter α, which is non-negative, plays a similar role to the signal-
noise ratio, qζ . When it is zero the model reverts to (16).

3.3 Models for the growth rate 6

A stochastic model for the logistic curve7 can be based on (7), as in Levenbach
and Reuter (1976), by adding a serially independent Gaussian disturbance

6This sub-section can be omitted without loss of continuity.
7The local logistic model described by Meade and Islam (1995, p 202) is somewhat

similar.
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term so that
gt = γ − (γ/µ)µ̂t|t−1 + εt, t = 1, ..., T, (28)

where µ̂t|t−1 is an estimate of µt, such as Yt−1,, based on information at time
t−1 and εt is a serially independent Gaussian disturbance with mean zero and
constant variance, σ2ε, that is εt ∼ NID(0, σ2ε). Regressing gt on Yt−1 gives
estimates of the key parameters γ and µ. Generalization of this approach is
based on (7) but leads to a nonlinear equation

gt = γκ−
(
Yt−1
µ

)1/κ
+ εt, t = 1, ..., T, (29)

which requires a search over the range of κ if it is unknown. In the Gompertz
case, estimation is as straightforward as for the logistic model because

gt = γ lnµ− γ lnYt−1 + εt, t = 1, ..., T. (30)

Models based on the logarithm of the growth rate are preferred because
they seem to have better statistical properties. For example the disturbance
term is less likely to be heteroscedastic.

3.4 Small numbers: the negative binomial distribution

When yt is small, it may be better to specify its distribution, conditional on
past values, as discrete. The usual choice is the negative binomial which,
when parameterized in terms of a time-varying mean, ξtpt−1, and a fixed
positive shape parameter, υ, has probability mass function (PMF)

p(yt) =
Γ(υ + yt)

yt!Γ(υ)
ξyttpt−1(υ + ξtpt−1)

−yt(1 + ξtpt−1/υ)−υ, yt = 0, 1, 2, ..,

with V art−1(yt) = ξtpt−1 + ξ2tpt−1/υ. An exponential link function ensures
that ξtpt−1 remains positive and at the same time yields an equation similar
to (15):

ln ξtpt−1 = ρ lnYt−1 + δ − γt, ρ ≥ 1, t = 3, ..., T. (31)

A stochastic trend may be introduced into the model, as in sub-section
3.2, by developing a filter for the time-varying trend similar in structure
to that of (26). Because the observations are not Gaussian, the dynamic
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conditional score (DCS) framework described8 in Harvey (2013, pp 77-79) is
used to give

ln ξtpt−1 = ρ lnYt−1 + δtpt−1, t = 3, ..., T, (32)

where δt+1pt is the filtered form of the IRW

δt+1pt = δtpt−1 − γtpt−1
γt+1pt = γtpt−1 + αut, α ≥ 0,

but with ut = yt/ξtpt−1− 1, which is the conditional score for ln ξtpt−1, that is
υ(yt− ξtpt−1)/(υ+ ξtpt−1), divided by the information quantity. The dynamic
Gompertz model has ρ = 1.
Predictions of future observations and the saturation level can be obtained

from (19) and (20).

4 Forecasting Coronavirus in the UK and Ger-
many

We began working on this project at the beginning of April. At that time
coronavirus was not as far advanced in the UK as in Italy, and our initial
exploration was focussed on Italy. Figure 4 shows new cases, as measured
by hospital admissions on the European Centre for Disease Prevention and
Control (ECDC) website9, in the UK and Italy. Italy is seen to be clearly
ahead and it is apparant that the decline was slower than the rise. This
asymmetry is not consistent with a simple logistic model and later analysis
confirmed this to be the case for most other countries, including the UK.
Economic and social time series are typically subject to periodic variation,

due to seasonal, day of the week and other effects. Preliminary analysis of
data for hospital admissions and deaths in Italy indicated a day of the week
pattern and this was confirmed for the UK; one reason is that laboratory
confirmation for the virus tends to slow down at weekends. Day of the week
effects were initially included in the equations by the introduction of a seven
day cycle, which is more parsimonious than adding six dummy variables.

8A slightly more elaborate form corresponding to a cubic spline smoother may also be
adopted.

9https://www.ecdc.europa.eu/en/publications-data/download-todays-data-
geographic-distribution-covid-19-cases-worldwide
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Figure 4: New cases of coronavirus in UK (bold) and Italy up to April 10th.

Although we estimated many models in early April, the first results re-
ported here for the UK are those obtained on April 13th, that is with data
up to the 12th, starting on March 5th. The models were updated on April
20th and 27th. Unfortunately, the data available to us after April 29th was
not consistent with the earlier data as it is not just confined to tests carried
out on hospital admissions.

4.1 Models fitted to new cases in the UK

Table 1 shows April 13th estimates for the GL, (16), the Gompertz, where
ρ is set to one, and the dynamic Gompertz where the trend is an IRW.
The maximized log-likelihood is lnL and PEV denotes the variance of the
one-step ahead prediction errors. The results for the logistic model are not
reported because it gave an inferior fit and was rejected by a ‘t-test’on ρ̂.
The diagnostics presented are the Durbin-Watson (DW) statistic for residual
serial correlation, a portmanteau Q−statistic for serial correlation based on
P autocorrelations, the Bowman-Shenton normality test statistic and a het-
eroscedasticity statistic consisting the squares of the last third of the residuals
over the first third.
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Dynamic Daily Dynamic
Statistic GL Gompertz Gompertz GL Gompertz (April 20)
γ 0.081 0.033 0.054 0.091 0.061
δT -5.62 -2.48 -2.63 -6.32 -3.15
ρ 0.264 (0.153) 1 1 0.323 (0.129) 1
qς 0 0 0.001 0 0.001
lnL 38.350 37.765 39.368 42.590 55.595
PEV 0.071 0.078 0.08610 0.049 0.058
DW 1.62 1.43 1.67 2.10 2.01
Q(6) 7.32 5.30 8.25 Q(9)=9.38 Q(10)=9.32
Normality 0.47 .46 1.09 1.29 1.64
Hetero F 0.37 .72 .45 .52 0.45

Table 1 Estimates for UK new cases as of April 13th.

Figure 5 shows the fit and residuals from the GL. Figure 6 shows the
histogram and correlogram for the GL residuals but using data available on
April 20th.
There was a substantive reduction in the prediction error variance for all

models when daily effects were included. The peak day is Friday, the same
day as was found for Italy. The results for the GL are shown in the last
column. The likelihood ratio statistic is 8.18 which is significant at the 5%
level of a χ22 distribution.

4.2 Forecasts and forecast evaluation

The forecasts of new cases made on April 13th are shown in Figure 7, together
with the actual values up to April 29th. The upper line is the dynamic
Gompertz, while the lower lines are the GL with and without the daily effect.
The actual outcome turns out to lie between the dynamic Gompertz and the
GL. As with the German predictions shown in Figure 2, the important point
is that for both models the forecasts are moving downwards even though the
observations have barely peaked.
Predictions from the GL made on April 20th showed little change from

those made on April 13th. The saturation level is estimated to be 186,000. By
constrast the dynamic Gompertz predictions changed significantly. They are

10The PEV can be higher in a dynamic model even though the likelihood is bigger.
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Figure 5: Fit of GL to logarithm of UK growth rates of total cases on April
13th
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Figure 6: Residuals from GL fitted on April 20th
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Figure 7: Forecasts for UK new cases made on April 13th

still higher than the GL predictions but the saturation level is now 237,790,
whereas on April 13th it was 308,960. The dynamic Gompertz predictions
made on April 27th showed little movement. The final predicted level was
now 253,800. Figure 8 shows the dynamic Gompertz predictions without the
daily component, but this was included when the models were estimated.
The flexibility of the dynamic model is allowing it to adapt to a situation in
which the observations are falling less rapidly than indicated by the static
GL.

4.3 Germany

The data for new cases in Germany is from the Robert Koch Institut (RKI)
and are the confirmed cases of COVID in all national hospitals and testing
centres11.
Fitting with data for all of March gave the results in Table 3 for a Dynamic

Gompertz model with daily effects. Estimation of a GL gave ρ̃ = 1.21(0.33),
so the t-statistic is only 0.64. The likelihood was smaller at 16.43. There is
no evidence of residual serial correlation in either model and although the
heteroscedasticity statistic indicates a diminishing variance, its value seems to

11https://www.rki.de/DE/Home/homepage_node.htm
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Figure 8: Forecasts for UK new cases made by dynamic Gompertz on April
20th and 27th.

be heavily influenced by just one observation (March 9th) near the beginning
of the series. The fit is shown in Figure 9.

Dynamic Dynamic
Statistic Gompertz (April 1) Gompertz (May 7)
γ 0.077 0.062
δT -2.41 -5.15
qς 0.0015 0.0015
lnL 18.43 65.43
PEV 0.182 0.101
DW 2.02 2.01
Q(9) + Q(11) 10.02 16.83
Normality 0.86 6.11
Hetero F 0.42 0.22

Table 3. Germany: Estimation results for Dynamic Gompertz models with
daily effects

The forecasts shown earlier in Figure 2 are quite remarkable in their
accuracy over the next 36 days, that is up to May 6th; see also Figure 10.
The observations had not yet started to go down on April 1st, yet the sigmoid
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Figure 9: New cases in Germany with smoothed estimates of level and slope.

nature of the underlying growth curve means that the forecasts pick up the
subsequent downward movement.
Fitting the dynamic Gompertz using data up to and including May 6th

shows the model to be stable; see Table 3 and Figure 11. In particular the
signal-noise ratio is almost unchanged. The observations in April were less
variable than in March so the residuals are much smaller. The slope appears
to have fallen in early April but it then returns to a value similar to what it
was at the end of March. In summary the dynamic Gompertz model works
extemely well12.

4.4 Deaths

Deaths in Germany behave in a similar way to new cases: Figure 12 shows
the log growth rates. There were some zero values in the first three weeks
of March so the dynamic Gompertz was estimated using data from March
22nd. Because the numbers are smaller it is perhaps not surprising that the
signal-noise ratio is estimated to be zero. In other words we end up with the
static Gompertz model.

12Even a deterministic trend gives a reasonably good fit for data from April 1st, although
it is not as good as a model with a stochastic trend.
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Figure 10: Forecasts for logarithm of growth rate of total cases in Germany
made on April 1st.
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Figure 11: Smoothed estimates of level and slope of logarithm of growth
rates for model fitted on May 7th.
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Figure 12: Logarithm of growth rate for total infected and deaths in Germany

The score-driven negative binomial model, introduced in sub-section 3.4,
can be estimated with the TSL package of Lit et al. (2020). Observations
from 11th March, which include some zero values, gave α̃ = 0 - corresponding
to a deterministic trend - and γ̃ = 0.071. The ACF of the scores had a
relatively high value at lag seven indicating a daily effect. Modeling a fixed
daily effect with dummy variables produced the fit in Figure 13, with the log-
likelihood significantly increased. The parameter estimates were γ̃ = 0.070,
δ̃T = −4.14 and υ̃ = 13.25. It is reassuring that the values of γ̃ and δ̃T are
consistent with those reported for new cases. The final total is predicted to
be 8714.
Up to April 27th, the UK data on deaths from coronavirus was restricted

to deaths in hospitals. After April 28th deaths in the community were in-
cluded and the earlier figured revised. Although the relationship between
deaths and new cases before April 28th was similar to that in Germany,
there is a disconnect after that and the data on new cases is of very little
help in predicting deaths.
Figure 14 shows the fit of a Negbin model, with daily effects, to the se-

ries on UK deaths. The estimated α of 0.34 (0.05) indicates a changing
trend, which is consistent with the models fitted to new cases. The slope
at the end of the series, May 14th, was 0.042 while υ̃ = 29.91 (6.13). The
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Figure 13: German deaths and Negbin filter with daily effects

day of the weeks multiplication factors are as follows starting with Monday:
−0.343, 0.271, 0.210, 0.106, 0.175, 0.038 and −0.457. Figure 15 shows the fore-
casts of the underlying trend up to one month ahead. The new observations
after the forecasts were made are marked by dots.

4.5 Leading indicators

Figure 12 shows that the series for the logarithms of the growth rates of total
infected and deaths in Germany move downwards together, maintaining a
roughly constant distance apart. The fact that the series for deaths is higher
than the one for infected is consistent with there being a lag. The Gompertz
model is particularly adept at dealing with this situation. Let β† be the
proportion of new cases who subsequently die and let βj, j = 1, ...J, be the
fraction of those who die after j days. The number of deaths at time t is
then yDt = β†

∑
βjyt−j, with

∑
βj = 1. When estimates of the lag structure

are available, the weighted averages ywt =
∑
βjyt−j and Y

w
t =

∑
βjYt−j may

be used to constructed a growth rate gwt = ywt /Y
w
t ; the β† parameter cancels

out. The dynamic Gompertz model then yields

ln gDt = δ + ln gwt + εt, εt ∼ NID(0, σ2ε), (33)
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Figure 14: Negbin model fitted to UK deaths
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Figure 15: Forecasts of UK deaths made on May 15th for one month ahead.
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with δ > 0. A single lag of τ time periods in a static Gompertz model would
have δ = γτ . The number of new cases serves as a useful leading indicator
for deaths13 if the lag structure is such that gwt can be constructed some time
in advance.

5 The effect of policy interventions

The effect of significant interventions, which may be a policy change, such
as the introduction of a lockdown, or an external event, such as the arrival
of a cruise ship in a small port, may be modeled by intervention (dummy)
variables. The diffi culty is that the pattern of the response is rarely known
and so it becomes diffi cult to obtain a meaningful estimate of the final ef-
fect. Nevertheless some notion of the response can be obtained by making
forecasts at the time the policy is thought to have become effective14 and
comparing these forecasts with the actual outcome. In order to investigate
this possibility, the Dynamic Gompertz model was estimated on UK data up
to and including March 31 (10 days after lockdown) using a fixed qζ of 0.001
(as estimated later with a larger sample and reported in Table 1). No day
of the week effect was included, because the series is rather short. Figure
16 shows there is considerable overprediction. However, if q is increased to
qζ = 0.01 so the most recent observations receive more weight, the predictions
are excellent. The saturation level is now approximately 290,000 as against
1.8 million. New cases are at their maximum, with a value of 5,400, on April
18th, whereas with q = 0.01, they do not peak until May 20th, when they
reach 21,500. Although the variation in predictions is huge, the same is true
of many of the large models where the output can be very sensitive to the
assumptions made.
Information about the pattern of the response can also be obtained by

fitting a dynamic Gompertz model and graphing the estimates of the slope.
Figure 17 shows filtered and smoothed estimates of slope in such a model
based on data up to April 29th. The filtered estimates are most informative
as they show the evolving changes in the slope after the lockdown of 21st
March. As can be seen, the big falls occur at the beginning of April, with
little or no change after mid-April. Figure 9 shows a very similar movement
in Germany, but taking place a few weeks earlier.

13We are grateful to Mark Salmon for suggesting that we investigate this issue.
14Flaxman et al. (2020) provide information on the incubation period.
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Figure 16: Forecasts of UK new cases on April 1st with q = 0.01 and q =
0.001 (dashed).
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Figure 17: Filtered and smoothed estimates of slope in dynamic Gompertz
model with daily effects estimated on April 30th
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Figure 18: Cumulative distribution for logistic (bold) and Gompertz with
median set to 7. For logistic γ = 0.5 and for Gompertz γ = 0.2.

Growth curves can be used to parameterize a gradual response to an
intervention. A permanent change is captured with the CDF and a temporary
one with the PDF. A logistic CDF gives a response curve W (t) = 1/(1 +
γI0 exp(−γI(t− tI)), where tI is the median. The I superscript distinguishes
the parameters γI0 and γ

I from the ones used to model the time series itself.
With tL and tU denoting the beginning and the end of the time span during
which gradual response to the intervention occurs, the intervention dummies
are defined by wt = 0 for t < tL, wt = W (t) for t = tL, tL + 1, .., tI , .., tU and
wt = 1 for t = tU + 1, .., T, or even just by wt = W (t) for t = 1, ..., T. With
the Gompertz CDF the response isW (t) = exp(−γI0 exp(−γI(t− tI)); in this
case the point of inflexion, corresponding to the maximum change, comes
before the median of the time span between tL and tU . Figure 18 shows the
CDFs for logistic and Gompertz distributions with the median set to seven;
for logistic γI = 0.5 and for Gompertz γI = 0.2.
If the effect of a policy is to change γ in the model, a slope intervention

is needed in (16). Thus

ln gt = (ρ− 1) lnYt−1 + δ − γt− βtwt + εt, t = 1, ..., T, (34)
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Figure 19: Estimates of logarithm of growth rate of total cases in UK with
a logistic intervention and a daily effect

but unless the sample is moderately large, ρ will need to be fixed. When the
full effect is realised, the slope on the time trend will have moved from γ to
γ + β. A positive β will lower the growth rate, gt, the peak of the incidence
curve and the saturation level.
Fitting the static model in (34) to new cases in the UK with ρ = 1 and a

logistic intervention, starting on March 26th and ending on April 12th, gave
an estimate of β equal to 0.020 (0.004) and an estimate of γ also equal to
0.020. The picture in Figure 19 is not unreasonable but the estimate of the
overall effect is 0.041 which may be a slight underestimate because minus
one times the final slope in Figure 17 is close to 0.05. When the slope
was allowed to be stochastic, βT + γ was estimated at 0.054. However, a
stochastic slope risks some confounding with the intervention variable and
in fact the estimate of β was reduced to 0.014 (0.006). Although neither
model is completely satisfactory, both give a significant coeffi cient for the
intervention variable, albeit after a degree of data mining.
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Figure 20: New cases in Germany up to on May 7th together with filtered
growth rate and its rate of change.

6 A second wave?

With the relaxation of the lockdown the unwelcome prospect of a second
wave of infections arises. Dynamic GL models can monitor this possibility
by tracking changes in the estimates of γ and the growth rate, g. It was
shown in (8) that

gy(t) = g(t) + gg(t) (35)

and for GL curves gy(t) = (ρ−1)g(t)−γ. In discrete time the negative of the
growth rate of the growth rate, gg(t), is tracked by the filtered estimates of
the slope, that is γt|t−1, while the growth rate itself is tracked by the exponent
of the filtered level, that is gt|t−1 = exp(µt|t−1). Figure 20 shows γt|t−1 and
gt|t−1 for Germany from a dynamic Gompertz model, together with the daily
number of new cases. The maximum is identified as April 3rd and after this
date gt|t−1 < γt|t−1. The possible onset of a second wave is raised if at some
point γt|t−1 starts to fall below gt|t−1, or below (ρ − 1)gt|t−1 in the general
case. This would signal that the reproduction number, Rt, has moved up
above one.
The filtered estimates, gt|t−1 and γt|t−1 are obtained by discounting of

past observations, with the rate of discounting depending on the signal-noise
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ratio, qς .When a new policy is implemented, qς may need to increase so that
past observations are discounted at a faster rate, as illustrated in Figure 16.
In these circumstances, the only viable tracking option may be to try a range
of qς values, bearing in mind the risk of triggering a false alarm. However,
if the effects of a policy are spread over a period of time, as with a gradual
relaxation of a lockdown, a value of qς estimated with the complete sample
may be perfectly satisfactory.
If γt|t−1 falls, some idea of sampling variability is needed to assess the

implications. This may be obtained from the standard deviation of γt|t−1, as
given by the Kalman filter. The variation in gt|t−1 is harder to determine,
but since it is typically much smoother than γt|t−1 it is likely to be small in
comparison to the variation in γt|t−1.
Predictions made at a point after the change in policy may also be helpful

in the same way as they were for assessing the impact of the lockdown.

7 Conclusions

A new class of time series models is developed for predicting future values of
a variable which when cumulated is subject to an unknown saturation level.
Such situations arise in a wide range of disciplines. The models provide a
simple and viable alternative, or complement, to the forecasts produced by
large scale mechanistic models.
Generalized logistic growth curves provide the basis for our models. Es-

timating equations for the logarithm of the growth rate of the cumulative
variable provide a good fit to the data, as assessed by standard statistical
tests. Such models feature a time trend which can be made time-varying
using the Kalman filter. The Gompertz model is a special case which works
particularly well with a stochastic trend and when this modification is made
the fit is often better than with an unrestricted generalized logistic model
with a deterministic trend. The dynamic Gompertz can adapt to chang-
ing conditions and tracking the slope, especially the filtered slope, can be
informative about the effect of interventions.
Additional components can be included in the models. These include sea-

sonal or day of the week effects. The latter turned out to be relevant for new
cases and deaths in our application to coronavirus in the UK and Germany.
The dynamic Gompertz model worked well for both countries but was partic-
ularly impressive for German new cases. Deaths were successfully modelled
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by a Gompertz model with a negative binomial conditional distribution and
a dynamic equation driven by the conditional score.
Estimating a model up to the point at which the effect of an intervention

is likely to make itself felt and then making (unconditional) forecasts provides
information about the effects of the intervention. The effectiveness of this
approach is illustrated by fitting a dynamic Gompertz model to UK data and
then investigating the effect of the coronavirus lockdown. Further insight
into the effect of the lockdown is given by tracking the filtered estimate of
the growth rate of the growth rate. The impact of the lockdown can be
estimated ex post by including a growth curve as an explanatory variable,
thereby allowing the intervention to have a gradual response.
Finally we suggest that the possibility of a second wave can be moni-

tored by tracking the filtered estimates of new cases or deaths given by our
model. Of course, if these methods are to be useful in practice they require
reliable up to date observations on new cases, preferably at a disaggregated
level. Implementing viable tracking procedures and relating them to current
methods for tracking the reproduction number, R, is the next phase in our
research program.
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Stay-at-home orders (SAHOs) have been implemented in most U.S. 
states to mitigate the spread of COVID-19. This paper quantifies the 
short-run impact of these containment policies on search behavior 
and labor demand for child care. The child care market may be 
particularly vulnerable to a SAHO-type policy shock, given that 
many providers are liquidity-constrained. Using plausibly exogenous 
variation from the staggered adoption of SAHOs across states, we find 
that online job postings for early care and education teachers declined 
by 13% after enactment. This effect is driven exclusively by private-
sector services. Indeed, hiring by public programs like Head Start and 
pre-kindergarten has not been influenced by SAHOs. In addition, we 
find little evidence that child care search behavior among households 
has been altered. Because forced supply-side changes appear to be at 
play, our results suggest that households may not be well-equipped 
to insure against the rapid transition to the production of child care. 
We discuss the implications of these results for child development and 
parental employment decisions.
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I. Introduction 

The COVID-19 pandemic, and the resulting “stay-at-home” orders in most states, are likely to 

have large—and potentially permanent—negative consequences for the U.S. child care market. Indeed, 

given that child care businesses generate most of their revenue from parent fees, it is not surprising that 

17% of providers in a recent survey reported they would not survive a closure of any length, and an 

additional 30% said they would not survive a closure of more than two weeks (NAEYC, 2020). Evidence 

of large-scale program closures is already abundant. For example, 57% percent of Florida’s child care 

providers are temporarily shuttered, while 35% of Louisiana’s programs expect to close permanently 

(Bryson, 2020; Sonnier-Netto et al., 2020). Moreover, while recent evidence suggests that labor demand 

collapsed throughout the economy, Figure 1 shows that demand—as measured by online job postings—

has fallen especially sharply for child care: these job postings are at roughly 60% of their January 2019 

levels, compared to 80% for job postings overall (Kahn et al., 2020; Rojas et al., 2020). 

These developments, together with the large literature showing the importance of early childhood 

education to later schooling and labor market outcomes, highlight the need for systematic evidence on 

how COVID-19 is influencing the child care market (Herbst, 2017; Ludwig & Miller, 2007; Havnes & 

Mogstad, 2011; Cunha, Heckman & Schennach, 2010). Moreover, as Dingel et al. (2020) point out, parental 

constraints in the market for child care may stifle the re-opening of the United States economy given that 

32 percent of the workforce has someone in their household under the age of 14. 

 There are at least two mechanisms through which the pandemic—and the resulting stay-at-home 

orders—may influence the child care market. First, there could be a direct effect on labor demand, 

measured using job postings, arising from the mandatory closure of child care services for public health 

reasons associated with the national containment strategy.1 Second, there may be an indirect effect in 

parent demand for child care, measured using search behavior. Given that most states have issued stay-at-

 
1 In several states the mandatory closure of child care businesses is explicit. Indeed, businesses in 12 states were ordered to close as per 
governors’ executive action (Hunt Institute, 2020). In other states child care providers were not deemed “essential” or were given the 
option to close. Anecdotal evidence suggests that many have exercised this option, electing to furlough or layoff their employees.  
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home (and mandatory business closure) orders, working parents are now largely at home. In addition, the 

pandemic may change parent preferences for child care. The rapidly spreading virus could alter the health 

and safety perceptions of out-of-home child care settings, in which relatively large groups of children 

interact in close proximity. If a child’s perceived risk of contracting the virus is sufficiently high, parents 

may elect to shift the locus of caregiving from out-of-home services to in-home, parent care so that the 

environment can be closely monitored. Disentangling these channels is important for understanding the 

welfare effects of the pandemic on parents: if the labor demand channel is operational, then parents may 

be unable to self-insure against the shock; otherwise the changes simply reflect evolving demand. 

This paper provides the first quantitative evaluation of the impact of pandemic-related 

containment policy on the supply of and demand for child care in the U.S. To measure labor demand, we 

make use of unusually rich proprietary data on the number of online job postings for early care and 

education (ECE) teachers. The measure of search behavior is based on the intensity of internet searches 

for the topic “child care” extracted from Google Trends. We construct a state-by-day panel of observations 

over the period January 15 to April 14, 2020. Our identification strategy exploits plausibly exogenous 

variation in the staggered adoption of state-level “stay-at-home” orders (SAHOs) to estimate their causal 

effect on child care supply and demand. SAHOs are important policies because they are enforceable by 

law (Pearl et al., 2020); they have been shown to limit public gatherings while increasing the proportion of 

people remaining at home (Abouk & Heydari, 2020; Brzezinski et al., 2020); and they have substantially 

slowed the spread of COVID-19 (Dave et al., 2020). The nation’s first SAHO was enacted in California 

on March 19, 2020; approximately four weeks later, 40 states and the District of Columbia had also issued 

one. We exploit this state-by-day variation using a difference-in-differences (DD) design along with an 

event study analysis to examine SAHO-driven changes in child care supply and demand.    

 Our results suggest that the enactment of a SAHO reduced the number of ECE job postings by 

over 13% per day—implying a reduction in labor demand—but the enactment has no discernible effect on 

Google searches for child care—implying little impact on demand. To put this in perspective, child care 

160
C

ov
id

 E
co

no
m

ic
s 2

4,
 1

 Ju
ne

 2
02

0:
 1

58
-1

82



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

 
 

job postings declined by roughly 40%, relative to the pre-pandemic trend in 2019, so we interpret the 

SAHO elasticity as economically meaningful. The reduction in overall labor demand is driven by 

preschool-age teacher positions as well as providers in the private-sector. Indeed, SAHOs do not appear 

to influence hiring behavior in the market for Head Start and pre-kindergarten teachers. Back-of-the-

envelope calculations imply that as many as 1,000 fewer teachers are hired—resulting in a decreased 

capacity to care for 10,000 fewer children—every month that a SAHO is in effect.  

 Although Kahn et al. (2020), for example, document a secular decline in labor demand, we provide 

two pieces of evidence that the ECE sector has been particularly affected by the pandemic—not obvious 

a-priori. First, Figure 1 shows that the number of ECE job postings has fallen much faster over the past 

few months than those in all other sectors. Second, we provide regression-based evidence that the impact 

of SAHOs on ECE hiring is nearly twice as large as their impact on education hiring broadly. While there 

may exist general equilibrium considerations, we provide a static, reduced-form, and early approximation 

of the impact of SAHOs on the child care market.2 Indeed, there are numerous avenues for future work 

on this topic, including whether these policies (and their subsequent loosening) are associated with long-

run changes in the structure of the ECE market, parent preferences for ECE, and child development.  

 At the broadest level, our paper contributes to large literature on early childhood development and 

the allocation of time towards child care and home production activities. Dating back to at least Becker 

(1965), child care has been viewed as a form of household production with a degree of substitutability with 

market activities (Rogerson, 2007). However, parents value time allocated to child care, especially in 

comparison with other home production activities (Juster, 1985; Robinson & Godbey, 1990; Krueger et 

al., 2009). Moreover, the time allocated to child care is increasing in parents’ wage rate and educational 

attainment (Guryan et al., 2008). Although the degree of substitutability between market- and home-based 

 
2 We have experimented with several diagnostic exercises to gauge the role of general equilibrium effects. Our main concern is that 
changes in job postings may reflect a collapse in the demand for child care. To investigate this possibility, we consider fixed effects 
regressions relating search activity for child care and job postings for early care and education, but we find no statistically or economically 
meaningful relationship. This is consistent with, although not fully causal evidence of, our interpretation that the costs of these SAHOs 
may have been borne by households with children who need care and supervision. 
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care varies based on its quality, there is a general recognition that investments in child development at early 

ages are particularly important because of the presence of “dynamic complementarities” (Cunha & 

Heckman, 2006; 2007). If the pandemic decreased the use of market-based child care more by force than 

by choice, it raises concerns that families may not be fully prepared to transition to home production 

quickly (or effectively) enough to avoid disruptions to the child development process. This could generate 

scarring effects on children, much like growing up (Giuliano & Spilimbergo, 2013; McGuire & Makridis, 

2020) or graduating (Kahn, 2010; Oreopoulos et al., 2012) during a recession. Given that 13 million (or 

60%) of preschool-aged children were regularly attending some form of non-parental child care prior to 

COVID-19, the scale of the child development effects may be large (Corcoran & Steinley, 2019). 

 
Figure 1: Time Series Variation in Normalized Early Care and Education and  

Overall Job Postings, January 2019 to April 2020 
 

Notes.—Source: Emsi. The figure plots the normalized monthly number of online job postings in early care 
and education (ECE) occupations (SOC 25-2011, 25-2012, 25-2021, 25-2052), as well as total number of job 
postings, between January 2019 and April 2020 (normalized to January 2019). 
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 Our paper also contributes to the policy discussion on the role of family leave and child care 

policies in parental employment decisions. Although the U.S. has witnessed large increases in the share of 

employed mothers—thereby fueling the demand for parental leave and subsidized child care—there are 

persistent gaps in the coverage and generosity of such benefits (Herbst, 2018). For example, the federal 

Family and Medical Leave Act (FMLA) provides only 12 weeks of unpaid leave and covers only 60% of 

private sector workers (Rossin-Slater & Uniat, 2019). In addition, just six states and the District of 

Columbia have enacted paid leave programs (Bana et al., 2019; Bartel et al., 2018), and there is considerable 

variation at firm-level in the availability and quality of these benefits.3 As for child care, the largest subsidy 

programs—the Child Care and Development Fund (CCDF) and Head Start—are means-tested (both), 

contain strict work requirements (CCDF), or do not operate full-day, year-round programs (Head Start) 

(Herbst & Tekin, 2016). These constraints imply that such policies may be of limited value to many families 

for employment purposes. As a result, families either pay for child care services out-of-pocket or shift into 

unpaid, informal caregiving arrangements (Gathman & Sass, 2018; Herbst, 2018). This discussion suggests 

that, given the limitations of in-work family supports, coupled with the liquidity boost from the CARES 

Act, the recent transition to home-based employment may be beneficial to some parents, particularly those 

who have stronger preferences for spending time with their children, who face greater consequences from 

taking time off work, or who are highly sensitive to the price of child care. 

II. Data Sources and Measurement 

 Data for this paper come from three sources. We begin by analyzing the labor demand for child care 

using the universe of online early care and education (ECE) job postings obtained from the labor market 

analytics company EMSI. EMSI’s job posting data are advantageous because it combines information from 

multiple external sources, including Indeed and CareerBuilder, among many others.4 Our dataset includes 

 
3 For example, Liu et al. (2019) use data from Glassdoor to show that firms offer higher quality maternity leave benefits in labor markets 
that contain fewer skilled female workers. 
4 To our knowledge, these data have not been used previously, although they are comparable to those from Burning Glass Technology, 
which have been used in some recent papers (e.g., Hershbein & Kahn, 2018). 
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all job postings pertaining to the two-digit standard occupational classification (SOC) code for education 

(SOC-25). We then utilized a variety of keyword search methods to locate postings in three key sectors of 

the center-based ECE market: child care, Head Start (and Early Head Start), and pre-kindergarten. 

Although we were careful to limit the data to pedagogical (i.e., teaching) positions within each sector, we 

analyze the full spectrum of such positions, including lead and assistant teachers, teacher’s aides, co-

teachers, and floating classroom teachers. These positions were advertised by local and state government 

agencies, for- and non-profit centers (including national chains), places of worship, community-based 

organizations, and school-based before- and after-school programs. We further categorized the job 

postings according to the child-age of the classroom that the teacher would operate: infant, toddler, or 

preschool classrooms, as well as before- and after-school settings. Finally, these data were collapsed into 

state-by-day cells, giving us the number of ECE job postings over the period January 15 to April 14, 2020.

 We then study a measure of child care search behavior based on the intensity of internet searches for 

child care, extracted from Google Trends.5 We examine Google search data for the topic “child care,” which 

includes search terms related to child care (i.e., day care), different spellings of the search terms (e.g., 

childcare), and varying languages. Google Trends creates a score representing the intensity of internet 

searches for a given term or topic. Specifically, it reflects the number of “child care” searches as a share of 

the total searches within a particular geographic area and time period. The share ranges between zero and 

100 in each area, with zero representing the point in time with the lowest search intensity for “child care” 

and 100 representing the point in time with the highest intensity. This analysis relies Google search scores 

for all 50 states and the District of Columbia on each day over the period January 15 to April 14, 2020.  

We also collect information on the enactment dates of several state-specific COVID-19 

containment policies, importantly the enactment of statewide SAHOs. The SAHO data were collected 

from multiple sources, including Mervosh et al. (2020), Dave et al. (2020), and the National Governors 

 
5 Google Trends have been used to study the demand for religion (Bentzen, 2020), unemployment insurance benefits (Goldsmith-
Pinkham & Sojourner, 2020), and health care (Hanna & Hanna, 2019). 
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Association (NGA). California was the first state to implement a SAHO—on March 19—and 40 states 

plus the District of Columbia had enacted one as of April 14. See Appendix Table 1 for a list of states 

operating under a SAHO (and the enactment dates) during our study period.6 We also collect information 

on emergency declarations, mandatory non-essential business closures, and public school closures at the 

state-level. Enactment dates for these policies were collected from the NGA and Hunt Institute.7,8 We also 

found that, out of the 41 states that implemented a SAHO, 27 have some provision that designates child 

care as an essential service, further suggesting that our main effects are not driven by mechanical closures.9 

Figure 2 provides descriptive evidence on the time series pattern of ECE job postings and child 

care internet search intensity over the period January 14 to April 14, 2020. Although there is substantial 

day-to-day variation, there is an unambiguous decline in both series starting in mid-March, which coincides 

with the timing of the national state of emergency declaration and social distancing recommendations.10 

Although the decline is meaningful for both series, it is substantially larger for job postings. As we show 

in more detail later, this is consistent with our main result that the supply effects appear to dominate the 

demand side effects. Figure 3 shows the variation in our key independent variable—implementation of a 

SAHO—by displaying the fraction of states with a SAHO on each day between March 1 and April 14. We 

see that there is considerable variation in the timing that different states adopted these policies.11 

 

 

 

 
6 It is important to note that, in a few states, the stay-at-home order took effect at 11:59pm. Our coding establishes the following day 
as the first day of implementation.   
7 The NGA data can be found here: https://www.nga.org/coronavirus/. The Hunt Institute data can be found here: http://www.hunt-
institute.org/covid-19-resources/k-12-state-specific-resources/. 
8 In some models, we control for the number of COVID-19 cases by day and state. Such data were extracted from the New York Times 
Coronavirus (Covid-19) Data in the United States Database. This database provides information on the cumulative number of cases 
and deaths by state (and county) and day, starting on January 21. A confirmed case is defined as a patient who tests positive for COVID-
19 and is reported as such by a federal, state, or local government agency.  
9 https://www.sittercity.com/parents/child-care-essential-business-by-state 
10 The child care searches, in particular, display a clear within-week pattern, rising during the weekdays and then falling abruptly 
throughout weekend. This is consistent with the idea that the demand for child care is employment-driven. 
11 Out of an abundance of caution that these laws are introduced in response to deteriorating health conditions, we also test for the 
presence of reverse causality by estimating linear probability models of the timing of these laws on the number of infections; we find 
no statistically significant effects. 
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Figure 2: Time Series Variation in Early Care and Education Job Postings and Child 

Care Internet Search Intensity, January 15 to April 14, 2020 
 

Notes.—Source: Google Trends and Emsi. The figure plots the national number of job postings in early care and education 
(ECE) and the Google Trends search intensity score for the topic of “child care” on each day between January 15 and April 
14, 2020. 
 

III. Identification Strategy 

To quantify the impact of the COVID-19 pandemic on the supply of and demand for child care, 

we exploit plausibly exogenous variation in the staggered adoption of SAHOs across the states. That is, 

we begin with a variant of a difference-in-differences (DD) estimator by comparing supply and demand in 

states that adopted these orders sooner versus later than their counterparts: 

𝑌!" = 𝛾𝑆𝐴𝐻𝑂!" + 𝜽𝑿′!" + 𝜙! + 𝜆" + 𝜖!" (1) 

where 𝑌 denotes our measure of the supply or demand for child care in state s and day t, 𝑆𝐴𝐻𝑂 denotes 

a binary indicator for whether a given state has implemented  a stay-at-home order, and 𝜙 and 𝜆 denote 
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state and day-of-the-year fixed effects. Standard errors are clustered at the state- and month-levels 

(Bertrand et al., 2004). Our identifying assumption is that the timing of these SAHOs is plausibly 

exogenous—that is, that job postings or Google searches for child care in states that adopted a SAHO 

would have trended similarly to those that did not, conditional on observables and fixed effects. While we 

recognize that states with Republican versus Democrat governors behave differently, and that states with 

different demographic characteristics (e.g., population density) may be more at risk, our state fixed effects 

control for these potential threats to identification. In addition, there may be unobserved national shocks 

to child care supply and demand (e.g., federal mandates or recommendations as well as presidential 

announcements); these potential aggregate confounders are eliminated by the day fixed effects.   

 
Figure 3: Time Series Variation in the Adoption of Stay-at-Home Orders 

 
Notes.—Source: Mevosh et al. (2020), Dave et al. (2020), and National Governors Association. The figure plots the fraction 
of states that implemented a SAHO on each day between March 1 and April 30, 2020. 

 

Nonetheless, one concern is that the supply or demand for child care might be influenced by 

factors that are also correlated with the timing of states’ SAHO enactment. For example, governors 
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undertook a variety of symbolic and policy-oriented actions contemporaneously with the implementation 

of SAHOs. Therefore, we include in equation (1) a vector of state-level variables, denoted by X', to control 

for the declaration of a state of emergency and a statewide school closure order.12 We are also concerned 

that states may adopt a SAHO based on increasing concern among its businesses, which could be 

correlated with other economic fundamentals that shift the supply and demand for child care. Failure to 

account for these underlying economic conditions would also lead to biased estimates. To address this 

concern, in some specifications, we control for the overall number of education-related job postings and 

the number of COVID-19 infections, which addresses potential time-varying omitted variables that could 

be correlated with both the passage of state policies and the demand or supply of child care. By controlling 

for these two terms, we isolate variation that is uniquely affecting child care. As a final test of our identifying 

assumption, we implement an event study analysis to test our parallel trends assumption, which investigates 

whether child care demand and supply were already shifting in states prior to the enactment of SAHOs. 

IV.        Results 

Main Results  

 We begin by estimating equation (1) under several different specifications in Table 1. Columns (1) 

and (5) show that there is a strong negative association between a SAHO and both ECE job postings (i.e., 

supply) and child care internet search behavior (i.e., demand). However, these effects are heavily influenced 

by cross-sectional and temporal confounders, especially those influencing the demand for child care. Once 

we introduce state and day fixed effects, we find a large decline in the coefficient magnitudes. We 

nonetheless find a statistically significant 13.1% decline in ECE job postings per day following the adoption  

of a SAHO, but no statistically significant effect on Google searches for child care. While the estimate is 

negative—consistent with the potential for a demand-side effect—it is indistinguishable from zero.

 
12 We have also introduced child care closures as an additional control. While, not surprisingly, the direct effect is negatively correlated 
with job postings, it is not statistically significant (and lower in magnitude) with the inclusion of a SAHO indicator. Moreover, the 
interaction effect between child care closure and SAHO is not statistically significant (p-value = 0.33). 
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H
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s on E

C
E

 Job Postings and G
oogle Searches for C

hild C
are 

 
ln(num

ber of postings for all E
C

E
 jobs) 

ln(G
oogle Trends search score “child care”) 

 
(1) 

(2) 
(3) 

(4) 
(5) 

(6) 
(7) 

(8) 
1[t >

 SA
H

O
] 

 -0.439*** 
(0.084) 

 -0.131** 
(0.062) 

 -0.132** 
(0.062) 

-0.112* 
(0.059) 

  -0.501*** 
(0.067) 

-0.058 
(0.057) 

-0.057 
(0.057) 

-0.054 
(0.056) 

 
 

 
 

 
 

 
 

 
1[t >

 state of em
ergency] 

 
 

-0.048 
(0.054) 

-0.066 
(0.051) 

 
 

0.028 
(0.041) 

0.025 
(0.041) 

 
 

 
 

 
 

 
 

 
1[t >

 public school closures] 
 

 
0.073 

(0.096) 
0.034 

(0.097) 
 

 
0.038 

(0.066) 
0.031 

(0.066) 
 

 
 

 
 

 
 

 
 

ln(no. all ed job postings) 
 

 
 

   0.283*** 
(0.021) 

 
 

 
0.054* 
(0.029) 

O
bservations 

4,641 
4,641 

4,641 
4,641 

4,641 
4,641 

4,641 
4,641 

R
-squared 

0.03 
0.66 

0.66 
0.68 

0.04 
0.37 

0.37 
0.37 

State Fixed E
ffects 

N
o 

Y
es 

Y
es 

Y
es 

N
o 

Y
es 

Y
es 

Y
es 

D
ay Fixed E

ffects 
N

o 
Y

es 
Y

es 
Y

es 
N

o 
Y

es 
Y

es 
Y

es 
    N

otes.—
Sources:  E

m
si. The table reports the coefficients associated w

ith regressions of logged num
ber of all early care and education (E

C
E

) job postings  
    and the logged G

oogle Trends search intensity score for the topic “child care” on an indicator for the passage of a stay-at-hom
e order (SA

H
O

),  conditional  
    on an indicator for a state of em

ergency declaration, school closure orders, the logged num
ber of overall education job postings, and state and  

    day-of-the-year fixed effects. Standard errors, adjusted for clustering in state and m
onth cells, are in parentheses.  

                                 * p <
 0.10, ** p <

 0.05, *** p <
 0.01. 
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roup and Sector 
 

ln(E
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 jobs by age-group) 
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(1) 
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ll  
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C
E

 

(2) 
Infant and 
Toddler 

(3) 
Preschool- 

A
ge 

(4) 
School- 
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ge 

(5) 
C
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C
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(6) 
H

ead  
Start 

(7) 
Pre-

K
indergarten 

1[t >
 SA

H
O

] 
  -0.132** 

-0.028 
    -0.150*** 

  -0.072*** 
 -0.139** 

-0.004 
-0.030 

 
(0.062) 

(0.049) 
(0.050) 

(0.023) 
(0.063) 

(0.018) 
(0.022) 

 
 

 
 

 
 

 
 

O
bservations 

4,641 
4,641 

4,641 
4,641 

4,641 
4,641 

4,641 
R

-squared 
0.66 

0.47 
0.54 

0.36 
0.65 

0.2 
0.29 

State Fixed E
ffects 

Y
es 
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es 

Y
es 

Y
es 
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es 
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es 
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es 

D
ay Fixed E

ffects 
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Sources:  E

m
si. The table reports the coefficients associated w

ith regressions of logged num
ber of early care and education (E

C
E

) job 
postings by age-group and sector on an indicator for the passage of a stay-at-hom

e order (SA
H

O
), conditional on an indicator for a state of em

ergency 
declaration, school closure orders, and state and day-of-the-year fixed effects. Standard errors, adjusted for clustering in state and m

onth cells, are in 
parentheses.  
* p <

 0.10, ** p <
 0.05, *** p <

 0.01 
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(7) 
Full-tim

e 
H

ours 
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H

O
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(0.052) 

(0.047) 
(0.031) 
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R
-squared 
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0.32 
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0.63 
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Sources:  E
m

si. The table reports the coefficients associated w
ith regressions of logged num

ber of early care and education 
(E

C
E

) job postings by m
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 education level required and part-tim

e/full-tim
e hours offered on an indicator for the passage of a stay-

at-hom
e order (SA

H
O

), conditional on an indicator for a state of em
ergency declaration, school closure orders, and state and day-of-the-

year fixed effects. Standard errors, adjusted for clustering in state and m
onth cells, are in parentheses.  

* p <
 0.10, ** p <

 0.05, *** p <
 0.01. 
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To address potential concerns associated with omitted variable bias, we introduce in columns (3) 

and (7) two indicators that control for the timing of state of emergency declarations and for school closure 

mandates. These indicators address the concern that the main effect is coming from other policies that 

were introduced around the same time as a SAHO. The coefficient on SAHO is robust to the inclusion of 

these controls in the model for child care supply, while that for demand remains statistically insignificant 

(although it remains negatively signed). Interestingly, the additional policy controls do not influence ECE 

supply or demand. Finally, in columns (4) and (8), we add a control for the total number of educational 

services job postings (excluding ECE job postings), which addresses the concern that there is a common 

state-specific shock that is correlated with both the enactment of a SAHO and the job posting outcomes. 

Inclusion of this control reduces somewhat the point estimate on SAHO in the model for ECE job 

postings, to 11.2%, but it remains statistically significant at the 10% level. 

Given the robust association between SAHOs and ECE job postings, we now investigate whether 

these state policies differentially affect job postings by the age-group of children served and by sector, as 

shown in Table 2. Column 1 presents our baseline estimate for all ECE job postings, as in Table 1. We 

find that the adoption of a SAHO is not associated with job postings for infant/toddler teachers [column 

(2)], but is associated with a 15% reduction in postings for preschool-age teachers [column (3)] and a 7.2% 

reduction in school-age teacher postings [column (4)]. A potential explanation for this pattern is that 

parents may be particularly likely to take care of very young children regardless of the pandemic and 

presence of SAHOs, making the demand for infant/toddler child care more inelastic. 

We uncover similar heterogeneity across different ECE sectors. In particular, we find striking 

evidence that the implementation of SAHOs reduced private-sector child care job postings by 14% 

[column (5)], but had no effect on job postings for the public-sector Head Start and pre-kindergarten 

programs [columns (6) and (7)]. That public-sector hiring is less sensitive to SAHO-driven shocks may be 

attributed to a few factors, including that these services are less sensitive to negative shocks. Indeed, they 

do comparatively little hiring even during periods of strong growth (in part because they are smaller 
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programs), and it is possible that they received stimulus funding (independent of the Paycheck Protection 

Program) to remain operational (e.g., serve the children of essential workers) during the pandemic.     

Robustness and Heterogeneity 

Our earlier results are identified off of within-state variation in the timing of SAHO adoptions. 

We have also shown that our main results are robust to the inclusion of overall education job postings, 

which isolates variation unique to child care. We now present additional robustness exercises that address 

identification challenges. First, we begin by examining the presence of pre-trends in our DD estimator. 

We adopt a state-by-day event study design, relying on the staggered adoption of SAHOs at different times. 

This methodology is useful for examining whether child care demand and supply were already shifting in 

states prior to the implementation of SAHOs. We estimate the event study model as follows: 

𝑌!" = / 𝛾"#$𝑑!"%#$

&%

$'(&%

+ 𝜽𝑿′!" + 𝜙! + 𝜆" + 𝜖!" 

where 𝑑!,"%#$ denotes a set of indicator variables centered around the day on which each state 

implemented its SAHO, t0. We construct an indicator variable for each of the 10 days prior to and after 

enactment of the policy, using as the benchmark period 15 to 11 days prior to enactment.  The event study 

model includes the other state policy variables as well as the state and day fixed effects. 

The event study results for ECE job postings are present in Figure 4.13 We estimate a separate 

version of the model for all ECE postings (Panel A), private-sector child care postings (Panel B), and the 

public-sectors programs Head Start (Panel C) and pre-kindergarten (Panel D). As shown in Panel A, while 

the pre-SAHO trends show a small relative decline in the three days prior to policy enactment, we uncover 

a sharper and larger reduction in overall ECE job postings immediately after enactment. Evidence of pre-

trends is even less detectable in the sector-specific analyses shown in Panels B through D. Together, these 

findings provide support for our methodological approach. Moreover, consistent with our primary DD 

 
13 We conduct a similar event study analysis of the Google Trends child care search intensity score. As shown in Appendix Figure 1, 
there is no evidence of pre-trends. Although in the 10 days following the enactment of a SAHO the impact is consistently negative—
again implying a reduction in demand—the estimates are never statistically significant.   
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results, while we see little evidence of a decline in job postings for Head Start and pre-kindergarten 

teachers, we see an economically meaningful decline in the 10 days following a SAHO for overall ECE 

and private-sector child care job postings—roughly a 0.5% to 1.5% decline. As more data becomes 

available, the confidence intervals on these estimates will also become more precise. 

 
Figure 4: Event Study Estimates for the Supply of Child Care 

 
Notes.—Source: Emsi. The figure investigates the presence of pre-trends by regressing the logged number of job postings 
associated with overall early childhood education (ECE), child care, Head Start, and pre-kindergarten teachers on 10 daily 
lagged and 10 daily lead variables, conditional on state and day-of-the-year fixed effects. Standard errors are clustered at the 
state- and month-level. 
 

 Second, since SAHOs were introduced in part as a response to the number of local infections, our 

estimates might be biased if infections also had a direct effect on ECE job postings. While we view the 

decline in job postings largely a function of the national quarantine (Kahn et al., 2020), rather than the 

direct health effects, we nonetheless investigate the robustness of our results to the role that emerging 

health risks might have played. Specifically, we control for the logged number of cumulative COVID-19 
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cases. Doing so reduces our estimate on the SAHO indicator from -0.132 (p-value = 0.034) to -0.053 (p-

value = 0.340). Although not statistically significant at conventional levels, we view this as an overly strong 

test given the correlation between confirmed cases and the timing of SAHO adoption.    

 We also explore potential heterogeneity in the treatment effects. When we estimate our baseline 

equation for ECE job postings, we find some evidence of heterogeneity by states: the estimated treatment 

effect on SAHOs is -0.116 in states with Republican governors and -0.053 in states with Democrat 

governors, but the standard errors are large and do not allow us to reject the null that they are the same. 

In addition, we find evidence that the reduction in ECE job postings are concentrated in states that are 

above the median in terms of COVID-19 cases per capita.  

Finally, Table 3 explores heterogeneity across categories of job postings according to the minimum 

level of education required and work hours offered. For reference, column (1) begins with our baseline 

effect on all ECE job postings. We subsequently allow elasticities to vary by job postings without any 

educational requirements, those requiring a high school diploma, those requiring an AA degree, and those 

requiring a BA degree (or more).14 We find statistically significant declines in each category, although the 

magnitudes are somewhat smaller for job postings requiring an AA or BA degree. We also find that the 

elasticities are almost identical when we distinguish between part- and full-time jobs. 

Is the SAHO-Driven Reduction in the Demand for ECE Teachers Really Distinctive?  

Recall that our baseline DD estimate suggests that the number of ECE job postings fell by over 

13% for each day that a SAHO was in effect. How does this compare to the demand for workers in all 

other education occupations? To investigate whether our ECE effects merely reflect across-the-board 

reductions in labor demand, we re-estimate equation (1), using the log number of all education-related job 

postings (except ECE) as the outcome variable. Results from this DD model are reported in Appendix 

Table 2. Column (3) shows that all other education job postings fell by a marginally significant 6.9% 

 
14 As a point of reference: throughout the month of January—and prior to the implementation of SAHOs—41% of ECE job postings 
did not specify an education requirement; 30% required a high school diploma; 12% required an AA degree; and 17% required a BA 
degree or more.  
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following the enactment of a SAHO. This estimate is a little less than half the magnitude of that in the 

model for ECE job postings, suggesting that the ECE labor market—more so than other educational 

services—has been particularly affected by these containment policies.         

V. Conclusion 

Arguably the most robust state-level policy response to the COVID-19 pandemic has been the 

implementation of stay-at-home orders (SAHOs). As of April 14, 40 states and the District of Columbia 

had enacted such a policy in order to slow the spread of the virus and to alleviate any capacity constraints 

experienced by hospitals and other health care providers. Although SAHOs have been effective at 

mitigating the spread of COVID-19, in part because of widespread compliance with these orders (at least 

in the short-run), such policies may have caused substantial joss loss and firm closure—perhaps in the 

short- and long-run. One particularly vulnerable, though essential, sector is the market for non-parental 

child care. Indeed, child care services—many of them small businesses—operate on thin profit margins, 

with some analyses suggesting that programs must keep enrollments close to maximum capacity in order 

to stay in business (Workman & Jensen-Howard, 2018). However, the labor demand for child care needs 

to remain intact for when states end their SAHOs and parents head back to work.  

Although some previous work has surveyed child care providers about their plans to close or alter 

their hiring behavior in the wake of COVID-19, to date no study has quantified the impact of 

implementing containment policies like SAHOs on the U.S. child care market. The current paper attempts 

to fill this gap by estimating the short-run impact of SAHOs on labor demand (i.e., number of online job 

postings) and search behavior (i.e., through internet searches) for child care. Our results suggest a reduction 

of 13% in the number of ECE job postings per day—implying a reduction in supply—but no discernible 

change in internet searches for child care—implying little change in demand. The reduction in job postings 

is driven by preschool-age teacher positions as well as providers in the private-sector. Indeed, SAHOs do 

not appear to influence hiring behavior in the market for Head Start and pre-kindergarten teachers.  
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How do we interpret these results? While we cannot rule out a potentially negative effect of 

SAHOs on child care search behavior, it is statistically insignificant. In this sense, we interpret the effect 

of SAHOs on child care as largely a supply-side mechanism—that is, had the COVID-19 pandemic and 

the national quarantine not hit, parents would have continued searching for child care and job postings 

would have continued being posted. One way to assess the magnitude of our results is to compare the DD 

estimates to the number of ECE job postings prior to the full onset of the pandemic. For example, 

throughout the month of January, child care providers advertised for 7,723 ECE teacher positions—or an 

average of approximately 250 positions per day. Therefore, our DD estimates imply that as many as 1,000 

fewer teachers are hired for every month that a SAHO is in effect. Given that states mandate a child-to-

staff ratio of approximately 10-to-1, on average, in center-based settings, a reduction of 1,000 newly hired 

teachers means that 10,000 fewer preschool-age children can be cared for each month.  

An important point to bear in mind is that we are estimating only the short-run impact of SAHOs. 

As of this writing, such policies remain in effect in some states and have been lifted in many others. It 

remains to be seen how the implementation and subsequent removal of SAHOs influences child care 

demand and supply. Therefore, additional work over the next few months will be needed to trace the full 

impact of these important containment policies.   
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Appendix Table 1: Implementation Dates of Statewide SAHOs 
     State Date  State Date 

Alabama April 04  Montana March 28 
Alaska March 28  Nebraska -- 
Arizona March 31  Nevada April 01 
Arkansas --  New Hampshire March 28 
California March 19  New Jersey March 21 
Colorado March 26  New Mexico March 24 
Connecticut March 23  New York March 22 
Delaware March 24  North Carolina March 30 
District of Columbia April 01  North Dakota -- 
Florida April 03  Ohio March 24 
Georgia April 03  Oklahoma -- 
Hawaii March 25  Oregon March 23 
Idaho March 25  Pennsylvania April 01 
Illinois March 21  Rhode Island March 28 
Indiana March 25  South Carolina April 07 
Iowa --  South Dakota -- 
Kansas March 30  Tennessee April 01 
Kentucky --  Texas April 02 
Louisiana March 23  Utah -- 
Maine April 02  Vermont March 25 
Maryland March 30  Virginia March 30 
Massachusetts --  Washington March 23 
Michigan March 24  West Virginia March 24 
Minnesota March 28  Wisconsin March 25 
Mississippi April 03  Wyoming -- 
Missouri April 06    
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Appendix Table 2: DD Estimates for the Impact of SAHOs on  
All Other Education Job Postings 

             ln(no. all education job postings) 
 (1) (2) (3) 

1[t > SAHO] -0.327** 
(0.131) 

-0.072* 
(0.040) 

-0.069* 
(0.039) 

    
1[t > state of emergency] 

  
0.063 

(0.047) 
    
1[t > public school closures]       0.137*** 

(0.050) 
Observations 4,641 4,641 4,641 
R-squared 0.01 0.83 0.83 
State Fixed Effects No Yes Yes 
Day Fixed Effects No Yes Yes 

                                       Notes: Standard errors, adjusted for clustering in state and month cells, are in parentheses.  
                                       * p < 0.10, ** p < 0.05, *** p < 0.01. 
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Appendix Figure 1: Event Study Estimates for Google Child Care Searches 
 

Notes.—Source: Emsi. The figure investigates the presence of pre-trends by regressing the logged Google Trends child care 
search intensity score on 10 daily lagged and 10 daily lead variables, conditional on state and day-of-the-year fixed effects. 
Standard errors are clustered at the state- and month-level.  
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The outbreak of the Coronavirus Disease 2019 (COVID-19) is 
inevitably affecting remittance-dependent countries through 
economic downturns in the destination countries, and restrictions 
on travel and sending remittances to their home country. This paper 
explores the potential impacts of the COVID-19 pandemic on the 
welfare of remittance-dependent households using a dataset collected 
in heavily remittance-dependent regions in the Philippines prior to 
the outbreak. First, the empirical model pins down the relationship 
between the macroeconomic performance of the destination countries, 
the amount of remittances, and the welfare of households. Second, we 
use the difference in the IMF’s forecasts for the 2020 GDP before and 
after the COVID-19 crisis to project potential impacts on households 
caused by the COVID-19 pandemic. Our projection shows that 

1 This study was conducted as part of the project “Study on Remittances and Household Finances in the 
Philippines and Tajikistan” carried out by JICA Ogata Sadako Research Institute for Peace and Development. 
We would like to thank Alvin P. Ang, Jeremaiah M. Opiniano, and Akira Murata for their leadership and 
technical contribution during the data collection in the Philippines, and the institute for providing us with 
the valuable dataset. We also thank Yasuyuki Sawada, Hiroyuki Yamada, Aiko Kikkawa Takenaka, Akio 
Hosono, Etsuko Masuko, Hiromichi Muraoka, Megumi Muto, Ryosuke Nakata, and Shimpei Taguchi for 
their constructive comments. The views expressed in this paper are our own and do not represent the official 
positions of either the JICA Ogata Sadako Research Institute for Peace and Development or JICA.

2 Research Fellow, JICA Ogata Sadako Research Institute for Peace and Development.
3 Executive Senior Research Fellow, JICA Ogata Sadako Research Institute for Peace and Development.
4 Research Fellow, JICA Ogata Sadako Research Institute for Peach and Development.
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remittance inflow will decrease by 23-32% and household spending 
per capita will decline by 2.2-3.3% in one year as a result of the 
pandemic.
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1. Introduction 

     The Coronavirus disease 19 (COVID-19) is a devasting pandemic with global 

effects. In only five months since the outbreak of the virus, there have been 4 million 

confirmed cases and 0.3 million people have died globally, with numbers are still 

increasing rapidly (WHO Situation-Report 119, 2020). The pandemic is extremely 

detrimental not only to health but also to economies around the world. The COVID-19 

pandemic is undoubtedly one of the largest macro-level shocks to the world economy, as 

evidenced by the already ominous indicators in business cycles and financial markets. 

The GDP figures for the first quarter of 2020 have revealed the first view of the 

catastrophic impact of the COVID-19 crisis on economies around the world. According 

to the OECD’s quarterly national accounts data,1 quarter-on-quarter GDP growth in 

China dropped by 9.8% in the first quarter of 2020. The Eurozone countries experienced 

negative growth of 3.8% on average and the United States reported a 1.2% decline in the 

same quarter.  

While the adverse effects on the economy are revealing at the macro-level, the 

impact of the COVID-19 pandemic is likely to be heterogenous across countries and 

individuals, depending on their condition prior to the outbreak. More importantly, the 

adverse effects may not be confined to the domestic markets but may be transmitted 

internationally, thus affecting individuals in other countries. This is likely to happen 

through trade and foreign direct investments of goods and services as well as through 

human migration, which is especially the case for developing countries.  

     This paper explores the potential impacts of the COVID-19 pandemic on the 

welfare of households in a remittance-dependent country, which is likely to be severely 

exposed to external shocks. The pandemic is expected to substantially reduce the amount 

of remittances that migrants from developing countries can send home. The World Bank 

reports that global remittances are estimated to decline sharply by about 20 percent in 

2020, the sharpest in recent history, and that remittances to low and middle-income 

countries are projected to fall by 19.7%.2 As the IOM (2020) points out, many migrants 

 
1 https://stats.oecd.org/index.aspx?queryid=33940  
2 https://www.worldbank.org/en/news/press-release/2020/04/22/world-bank-predicts-sharpest-
decline-of-remittances-in-recent-history. The decline is projected to be 13% in East Asia and the 
Pacific region. The projection method is shown at 
http://documents.worldbank.org/curated/en/989721587512418006/pdf/COVID-19-Crisis-Through-a-
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may lose their jobs or be forced to accept lower wages due to lockdowns or oil price 

crashes that are currently hitting the economy of their destination countries. Moreover, 

many migrants may find it technically difficult to send remittances, as some countries 

enforce stringent movement restrictions and exclude money transfer service providers 

from the list of “essential services” (World Bank, 2020a). Furthermore, many intended 

migrants who had been preparing for their departure in the near future will be forced to 

change their livelihood plans for the coming years. In 2019, 80% of the world’s total 

remittances flowed to low-and-middle-income countries (World Bank, 2020b); 3 

therefore, the negative impacts of the COVID-19 outbreak may be more serious in 

developing countries whose citizens heavily depend on remittances from migrant family 

members. Indeed, the Filipino Government started to provide a series of direct assistance 

to the overseas migrant workers and their families in hardship. For example, cash relief 

is being delivered to the affected migrants and their families in Davao del Sur (one of the 

regions where we conducted our survey) under the initiative of Overseas Workers 

Welfare Administration (OWWA).4 

In order to gauge the potential impact of the pandemic on the welfare of remittance-

dependent households, we utilize a household-level dataset which was collected in 2016 

and 2017, before the COVID-19 outbreak in the Philippines. The Philippines is a sensible 

case to study for several reasons. First, it is well known that the Philippines is one of the 

largest source countries for migrants and is one of the most remittance-dependent 

countries in the world (Yang, 2011). According to the World Bank (2020), 5  the 

remittance inflow to the Philippines was 35,167 million US dollars in 2019 and the 

country was ranked fourth in the world with an amount close to that of Mexico, which 

was ranked third. Since the top three countries (India, China, and Mexico) have a larger 

GDP, the proportion of remittances relative to GDP was much higher in the Philippines 

 
Migration-Lens.pdf.  
3 Figures are based on calculations made by World Bank staff using IMF Balance of Payments 
Statistics database and data releases from central banks, national statistical agencies, and World Bank 
country desks (https://www.knomad.org/data/remittances).  
4 https://www.owwa.gov.ph/index.php/news/regional/85-1-600-active-owwa-members-in-davao-
del-sur-receive-cash-relief-assistance-from-owwa-xi. 
5 The amount of remittance inflow in 2019 was the largest in India (83,131 million US dollars or 2.8% 
of GDP), followed by China (68,398 million US dollars or 0.5% of GDP) and Mexico (38,520 million 
US dollars or 3.0% of GDP).  
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sitting at 9.9%, which shows the significant economic impact of remittance inflow on the 

economy. Moreover, the countries who host Filipino migrants are among some of the 

countries most seriously affected by lockdowns and oil price crashes. The number of 

overseas Filipino workers was estimated at 2.2 million in 2016 with the top destinations 

being Saudi Arabia (23.8%), the United Arab Emirates (15.9%), Kuwait (6.4%), Qatar 

(6.2%), Hong Kong (5.6%), and Singapore (5.6%), which combined accounts for two-

thirds of total destinations (Philippine Statistics Authority, 2017).6  The diversity of 

destinations implies that the impact of COVID-19 may be heterogenous even among 

Filipino migrants and their households. 

In this paper, we project the potential impact of the COVID-19 shock in destination 

countries on the welfare of remittance-dependent households in two rural municipalities 

in the Philippines. Household level data allows us to estimate the empirical relationship 

between remittance income and household expenditure by 2SLS (two-stage least squares), 

by instrumenting the remittance income by the weighted average of log GDP per capita 

of migrants’ destination countries. We then impute the hypothetical remittances and 

household economic outcomes in 2020 under a “no-COVID” scenario using the GDP 

projection made by International Monetary Fund (IMF)’s “World Economic Outlook” in 

October 2019 and two “with-COVID” scenarios in April 2020, which the IMF revised 

taking the economic implications of the COVID-19 pandemic into account. Taking the 

difference between the predicted outcomes of with-COVID and no-COVID projections 

provides us with the potential shocks on the remittances and other economic welfare 

outcomes of remittance-receiving households. Our projections show that remittance 

inflow will decrease by 23-32% and household spending per capita will decline by 2.2-

3.3% in one year, as a result of the pandemic.  

     The COVID-19 pandemic is an ongoing phenomenon and the situation in the 

Philippines and destination countries is rapidly changing. The total confirmed cases and 

deaths caused by COVID-19 has been growing in the Philippines (WHO, 2020). Thus, 

there is too much uncertainty at this point to fully gauge the effects of the pandemic but 

 
6 According to the Stock Estimate of Overseas Filipinos (Commission on Filipinos Overseas, 2013).  
the top five destination countries for Filipinos were the U.S. (34.5%), followed by Saudi Arabia 
(10.0%), the UAE (8.0%), Malaysia (7.8%), and Canada (7.1%), all of which account for two thirds 
of total destinations in 2013. The proportions are the share of the sum of permanent migrants, 
temporary migrants, and irregular migrants. 
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we believe in the significance of exploring the potential impacts of COVID-19 on 

international remittances and remittance-dependent households as a way of informing 

academics and policy makers to acknowledge policy responses to them in advance. To 

our knowledge, there has been little research on how the COVID-19 pandemic will affect 

household expenditure and other economic outcomes using microdata.7 

This paper proceeds as follows: Section 2 describes the dataset used in this study. 

Section 3 examines the effect of macroeconomic shocks on household living standards 

prior to the COVID-19 outbreak. Section 4 performs several projections to gauge the 

impact of the pandemic on household welfare. Section 5 concludes.  

 

2. Data description 

     The dataset used in this study is the “Survey on Remittances and Household 

Finances in the Philippines,” which was conducted by the Japan International 

Cooperation Agency (JICA).8 Within the course of this study, two rounds of household 

surveys were conducted in two heavily remittance-dependent municipalities in the 

country: Dingras, Ilocos Norte located in the Northern Luzon Island and Bansalan, Davao 

del Sur located in the southern island of Mindanao (Figure 1).9 As will be explained 

below, the sampling used in the local household survey statistically represents each 

municipality. The sample size at baseline in the local household survey was 200 overseas 

migrant households and 200 non-overseas migrant households in each municipality, 

which were randomly selected in each area. Throughout this paper, we define a migrant 

household as a household which, on the date the survey data was collected, had at least 

 
7 There are a couple of studies on the consumption response to the pandemic using high-frequency 
transaction- level microdata. Baker et al. (2020) use daily bank transaction data in the US and find that 
household spending, particularly on foods, increased due to stockpiling in the early onset of the 
COVID-19 crisis in March, followed by a sharp decline of 50%. Chen et al. (2020) explore daily 
transaction data from China for the 12 weeks after the outbreak in January. What they found was a 
sharp decline in consumption by 32% on average and as high as a 70% drop in Wuhan. The level of 
consumption bounced back to the pre-COVID level in March, but dropped again by 20% in April due 
to the elevated risk of  a second wave of the outbreak.  
8  The field survey was conducted by Orient Integrated Development Consultants Incorporated 
(OIDCI).  
9 These municipalities were selected to oversample households with overseas migrants. Initial listing 
to construct a sampling frame of households with migrants requires cooperation from local 
administrative authorities and public service providers as they are the agencies who keep information 
on who in a barangay currently reside overseas. With the help of our Filipino research collaborators, 
these municipalities provided the necessary collaboration and the information for listing.  
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one member who permanently resides or used to reside in this household but is now 

currently working or living overseas. Given that the stock of overseas Filipino was about 

ten million in 2013 (Commission on Filipinos Overseas, 2013), which corresponds to 

one-tenth of total population, the migrant households were oversampled. Before the field 

survey, a list was created for both sites from October to December in 2015 with the help 

of local institutions.10 A total of 2,429 overseas migrant households and 5,172 non-

overseas migrant households were listed in Dingras. For Bansalan, a total of 563 overseas 

migrant households and 19,797 non-overseas migrant households were listed. Next, 

stratified random sampling was carried out for each municipality. The barangays within 

each municipality served as strata and the sample households were randomly selected 

within each barangay. 11  The sample of 200 overseas migrant households was 

proportionately distributed among the barangays. Once the number of overseas migrant 

households was allocated among the barangays, the equal number of non-overseas 

migrant households was selected within each barangay. 

     The survey instrument contains information on household roster, household 

spending, budgets and assets, remittance-receiving behaviors, and household savings and  

loans. The eligible respondents were the primary financial decision-makers in each 

household. The data was collected using computer-assisted personal interviewing (CAPI) 

in English, Ilocano, and Cebuano.12  

     After a pilot survey and training of field interviewers, the first-round survey was 

conducted between 2 August and 22 September 2016 in 31 barangays in Dingras and 25 

in Bansalan. The sample size for the first round was 834. The second-round survey was 

implemented between 15 June and 3 August 2017. The sample size in the second round 

was 668. The attrition rate was 19.9% (16.6% in Bansalan and 23.2% in Dingras). 

 

 
10 For Dingras, information was provided from the Local Government Unit (LGU) of barangays 
(administrative unit under municipality) and puroks (divisions within a barangay). In Bansalan, the 
Overseas Filipino Worker (OFW) Family Circle, the Bansalan Cooperative Society (BCS), and 
Barangay Health Workers (BHWs) provided necessary information for listing.  
11 The barangay is the smallest political unit and a subdivision of a city or municipality in the 
Philippines.  
12 A major challenge was that the list has the names and puroks of the respondents but not their address, 
and the locations were very diverse with no transportation in some cases. On average, an interview 
lasted for 3.2 hours.  
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Figure 1 Location maps of two municipalities 

 

Source: By authors based on the report by Orient Integrated Development 

Consultants Incorporated (OIDCI). 

 

     Table 1 reports the summary statistics of the variables used in this study for all 

households and households with migrants only.13 We use the data from the households 

that were surveyed during both the first and second rounds. We see that household 

expenditure is larger and income from domestic sources is smaller for households with 

migrants. We do not see a difference in saving deposits or loan repayments. “Destination 

per capita GDP (ECON)” refers to the weighted average of per capita GDP for all 

 
13 We further investigated the sample selection bias caused by the attrition. When we compare the 
characteristics at baseline, we see that per capita expenditure is systematically larger and the ages of 
the heads of household is higher for the attrition households. Thus, households in the sample cover the 
lower side of the income distribution in the two village economies. The detail comparison is available 
upon request from the authors.  
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destination countries and for the Philippines (2016 for the first round and 2017 for the 

second round) in logarithm as explained in the next section. This variable proxies the 

household’s exposure to macroeconomic performances in different countries. Turning to 

household characteristics, in households with migrants the heads of the household are 

slightly older and the household size, including overseas members, is larger. The 

educational attainment of the head of household is also higher; a quarter of the households 

are composed of college graduates or higher and the proportion of elementary school 

graduates is smaller. Looking at the occupations of the heads of migrant households, the 

proportion of managers is larger and agricultural taking is less prominent. Both the 

variables on education and those of occupation are binary, taking non-educated and non-

working of heads of households as the reference.14 

 

3. Empirical analysis 

     We use the data collected before the COVID-19 outbreak to examine the 

relationship between overseas remittance and a variety of outcomes on household welfare 

to gauge the impact of exogenous shocks on the living standards of households in the 

Philippines. To do so, we set up two types of specifications.  

     First, we directly examine the effect of remittances on a variety of outcomes to 

indicate household welfare. The specification is described as follows:  

 
𝑌𝑖𝑡 = 𝛽0 + 𝛽(𝑅𝐸𝑀𝐼𝑇𝑇𝐴𝑁𝐶𝐸𝑖𝑡) + 𝜸𝕏𝑖𝑡 + 𝑏𝑎𝑟𝑎𝑛𝑔𝑎𝑦𝑖 + 𝜆𝑡 + 𝜖𝑖𝑡            (1) 

 

where i indexes households, and t refers to the survey round with 0 indicating 2016 and 

1 indicating 2017. The dependent variables 𝑌𝑖𝑡 are a logarithm of (1) average monthly 

household expenditure per capita, (2) average monthly household incomes from domestic 

sources per capita, (3) average monthly household savings deposits per capita, and (4) 

average monthly household loan repayments per capita.15 The main explanatory variable 

“𝑅𝐸𝑀𝐼𝑇𝑇𝐴𝑁𝐶𝐸𝑖𝑡” is log average monthly overseas remittance income per capita. 𝑌𝑖𝑡  

  
 

14 It should be noted that while the job of a seamen makes up a large part of the migrant job market 
in the Philippines, our sample does not contain those migrants.  
15 The denominator of all “per capita” variables from the household survey is the number of household 
members excluding migrating members. 
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Table 1 Summary statistics 

  All households  Households with migrants 
VARIABLES N mean sd min max  N mean sd min max 
                       
log per capita HH expenditure* 1,296 8.164 0.972 5.694 13.26  560 8.394 0.947 5.975 13.26 
log per capita Income from domestic sources* 1,296 6.461 2.453 0 11.96  560 6.155 2.911 0 11.51 
log per capita new saving deposit* 1,296 0.811 1.870 0 10.06  560 0.922 2.029 0 10.06 
log per capita loan repayments* 1,296 1.319 2.726 0 13.19  560 1.238 2.657 0 13.19 
log per capita remittance income* 1,296 3.473 3.779 0 11.41  560 7.006 2.169 0 11.41 
Destination per capita GDP (ECON)** 1,296 8.522 0.678 7.981 10.62  560 9.167 0.517 7.981 10.62 
Head's age 1,296 51.73 13.85 20 95  560 53.36 14.45 20 95 
HH size including overseas members 1,296 4.945 2.143 1 15  560 5.495 2.283 2 15 
Head's educational attainment              
  Elementary 1,296 0.407 0.492 0 1  560 0.368 0.483 0 1 
  General High School 1,296 0.349 0.477 0 1  560 0.345 0.476 0 1 
  Technical Vocational 1,296 0.0409 0.198 0 1  560 0.0446 0.207 0 1 
  Post Secondary 1,296 0.00926 0.0958 0 1  560 0.00536 0.0731 0 1 
  College or more 1,296 0.185 0.389 0 1  560 0.234 0.424 0 1 
Head's occupation              
  Manager 1,296 0.0293 0.169 0 1  560 0.0429 0.203 0 1 
  Professional 1,296 0.0262 0.160 0 1  560 0.0214 0.145 0 1 
  Clerical 1,296 0.0147 0.120 0 1  560 0.0179 0.133 0 1 
  Service 1,296 0.0903 0.287 0 1  560 0.0750 0.264 0 1 
  Agriculture 1,296 0.271 0.445 0 1  560 0.246 0.431 0 1 
  Production 1,296 0.0231 0.150 0 1  560 0.0214 0.145 0 1 
Municipality (=0 if Bansalan, = 1 if Dingras) 1,296 0.486 0.500 0 1  560 0.436 0.496 0 1 
 Note: The Authors' calculation.  

* Original monetary value is in 1 + PhP (Philippines Peso) 
** Refers to weighted average of per capita GDP of all destinations including the Philippines in logarithm.      
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and 𝑅𝐸𝑀𝐼𝑇𝑇𝐴𝑁𝐶𝐸𝑖𝑡  are calculated as the monthly average either over the past 12 

months for the first round or for the period since the first round visit in the case of the 

second round.16 𝕏 is a vector of household characteristics that includes the age of the 

household head, household size, the educational attainment level of the household head, 

and their occupation. We also include barangay fixed effect (𝑏𝑎𝑟𝑎𝑛𝑔𝑎𝑦𝑖 ) and survey 

round fixed effect (𝜆𝑡). Lastly, 𝜖𝑖𝑡 is a well-behaved error term.  

     We first employ ordinary least squares (OLS) estimation to obtain the coefficients 

by pooling the observations for all households (two observations for each household). 

While the dataset is longitudinal, the interval is short (less than one year) and we see little 

change in the amount of remittances, the main variable, during the survey period. Thus, 

we use a level specification by pooling the observations at the first and second rounds, 

rather than a difference specification including a fixed effect model as it is difficult to 

obtain stable estimation results. There may be some concern about the endogeneity issue 

since household welfare outcomes are likely to be affected by remittances and vice versa. 

Thus, we use specification (1) as “preliminary” to obtain the pooled OLS estimates 

needed to construct the correlation between the remittances and the outcome variables of 

interest, and to address the issue of endogeneity in our second specification using an 

instrumental variable (IV) approach.  

     Table 2 shows the results of the estimations. Column (1) shows the coefficients 

when the dependent variable is total income from domestic sources and the coefficient on 

remittance income is negative and significant; this indicates that a 1% increase in 

remittance income decreases domestic income by 0.055%. In other words, above 5% 

change in remittances is compensated by a change in domestic income. Column (2) shows 

that the coefficients when the dependent variables are household spending per capita. The 

coefficient on the remittance income is positive and significant. The result means that a 

1% increase in remittance income increases household expenditure per capita by 0.093%. 

Column (3) and (4) illustrate the coefficients when the dependent variable is new deposit 

savings and loan repayments, respectively. The coefficient is positive for new deposit 

savings and negative for loan repayments; however, neither is statistically significant.  

 
16 Since the interval between the first and second round surveys is only 10 to 11 months, we use the 
value of the monthly average since the baseline visit. The qualitative results are not changed if we use 
the average over the past 12 months for the second round.  
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Table 2 Estimation results (Pooled OLS) 

(1) (2) (3) (4) 

VARIABLES 

log per capita 
Income from 

domestic 
sources 

log per 
capita HH 

expenditure 

log per capita 
new saving 

deposit 

log per 
capita loan 
repayments 

log remittance income per capita -0.0545* 0.0930*** 0.0384 0.0175 
(0.0310) (0.0118) (0.0323) (0.0354) 

Head's age 0.0583** 0.0335 0.0525 0.165** 
(0.0268) (0.0231) (0.0715) (0.0831) 

Square of Head's age -0.000590** -0.000261 -0.000658 -0.00178**
(0.000267) (0.000215) (0.000666) (0.000780) 

HH size including overseas members -0.104*** -0.142*** -0.0417 0.0404 
(0.0327) (0.0231) (0.0577) (0.0657) 

Head's educational attainment 
Elementary 2.767*** 0.476* 0.0678 -0.193

(0.928) (0.289) (0.431) (0.739) 
General High School 3.003*** 0.529* 0.0955 -0.164

(0.935) (0.293) (0.470) (0.772) 
Technical Vocational 3.182*** 1.088*** 0.664 -0.397

(0.998) (0.341) (0.622) (0.866) 
Post-Secondary 1.944 0.401 1.253 -0.473

(1.193) (0.411) (0.821) (0.957) 
College or more 3.368*** 0.964*** 1.444** 0.493 

(0.946) (0.305) (0.564) (0.838) 
Head's occupation 

Manager 0.265 0.215 1.306 0.493 
(0.211) (0.156) (1.076) (0.783) 

Professional 0.453 -0.423 -1.526** -0.905
(0.287) (0.259) (0.689) (1.289) 

Clerical 0.175 0.556 0.759 0.476 
(0.658) (0.408) (1.004) (1.393) 

Service 0.725*** 0.134 -0.887*** 0.307 
(0.247) (0.190) (0.327) (0.573) 

Agriculture 0.523*** 0.116 0.384 0.458 
(0.176) (0.0940) (0.326) (0.385) 

Production 0.722*** 0.506* -0.789 1.898 
(0.224) (0.290) (0.663) (1.439) 

Constant 3.677*** 7.613*** 0.0370 -1.367
(1.144) (0.643) (1.928) (2.193) 

Barangay fixed effect YES YES YES YES 
Survey round fixed effect YES YES YES YES 

Observations 1,296 1,296 1,296 1,296 
R-squared 0.228 0.307 0.234 0.361 

Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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    We now turn to the second specification. In this specification, we try to establish 

the impact of the macroeconomic conditions in the destination countries on the outcomes 

relating to household living standards through remittances. In order to achieve this goal, 

we employ a two-stage least squares (2SLS) estimation using an index of the 

macroeconomic performance of the destination countries as an instrumental variable.17 

We construct the “economic performance (ECON)” variable by taking the weighted 

average per capita GDP of the country of residence of each household member, including 

overseas migrants. More specifically, the “ECON” variable is constructed as: 

𝐸𝐶𝑂𝑁𝑖𝑡 = ln
∑ 𝑔𝑘𝑡 × 𝑛𝑘𝑖𝑡𝑘∈𝒦(𝑖)

∑ 𝑛𝑘𝑖𝑡𝑘∈𝒦(𝑖)

Here, 𝒦(𝑖) refers to the set of countries where the members of household 𝑖 live, 𝑔𝑘𝑡
is the log GDP per capita in country 𝑘 in 𝑡 (2016 or 2017), and 𝑛𝑘𝑖𝑡 is the number of 

household 𝑖’s adult member who live in country 𝑘. Thus, by construction, we use per 

capita GDP in the Philippines for households without migrants.18 

    In the first stage, we regress the amount of remittances on the logarithm of the 

“ECON” variable and other covariates.19  

𝑅𝐸𝑀𝐼𝑇𝑇𝐴𝑁𝐶𝐸𝑖𝑡 = 𝛽0 + 𝛽(𝐸𝐶𝑂𝑁𝑖𝑡) + 𝜸𝕏𝑖𝑡 + 𝑏𝑎𝑟𝑎𝑛𝑔𝑎𝑦𝑖 + 𝜆𝑡 + 𝜖𝑖𝑡      (2) 

The notations are the same as in specification (1). This specification exploits cross-

country variations of GDP per capita to explain variations in the amount of remittance 

17 We use the sample of households with migrants and without migrants to maximize the observation 
so as to obtain stable coefficients; however, the results of estimation is largely comparable if we limit 
our sample to households with migrants only.   
18 We assume that GDP per capita is exogenous to the amount of remittances in each household. We 
acknowledge a possibility that high endowment migrants are also likely to choose a high income 
destination country.   
19 Dean and Martínez (2006) and Dean (2008) used the appreciation of the Philippine peso during the 
1997 Asian financial crisis as an exogenous shock to international remittances and found the elasticity 
of Philippine-peso remittances with respect to the exchange rate was estimated to be 0.60 affecting 
positively on capital accumulation and entrepreneurship in origin households. Dean and Choi (2007) 
used regional rainfall in the Philippines as an instrumental variable for domestic income changes to 
explore whether remittances served as insurance for sending households. They found that consumption 
does not respond to domestic income shocks to households with migrant members but to those without. 
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across households, rather than exploiting within-household variations of remittances 

between the two survey rounds because the change in ECON is small between 2016 and 

2017 and the remittance flows for each household is quite stable.  

Column (1) of Table 3 shows the result of the first stage regression. The coefficient 

on “ECON” is positive and significant and indicates that a 1% increase in “ECON” leads 

to a 3.997% increase in income from remittances per capita. This implies that a significant 

economic recession in the destination countries as projected for the current COVID-19 

pandemic, will lead to a substantial drop in remittances.  

     Next, we use the estimated dependent variable of remittances at the second stage 

regression.  

 

𝑌𝑖𝑡 = 𝛽0 + 𝛽(𝑅𝐸𝑀𝐼𝑇𝑇𝐴𝑁𝐶𝐸̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
�̅�𝑡) + 𝜸𝕏𝑖𝑡 + 𝑏𝑎𝑟𝑎𝑛𝑔𝑎𝑦𝑖 + 𝜆𝑡 + 𝜖𝑖𝑡            (3) 

 

Again, the notations are the same as in (1) with the exception of the main independent 

variable, which is now the estimated value obtained from the first-stage regression (2).  

     Columns (2) – (5) of Table 3 convey the second stage of the 2SLS estimation results. 

Column (2) shows that the coefficient on remittance income is negative and significant in 

the case of income from domestic sources. The size of the coefficient is 0.107, showing 

that the degree to be compensated by domestic income is larger in this specification than 

in specification (1). Column (3) indicates that the coefficient on the remittance income is 

positive and significant for household spending per capita and the size is 0.099, which is 

comparable to specification (1). Columns (4) and (5) illustrate that the coefficient is 

positive for saving deposits and negative for loan repayments, but both are statistically 

insignificant, which is the same as in specification (1).  

     In summary, the estimation results using both specifications confirm that a decline 

in remittances discourages household spending per capita and is partly compensated for 

by domestic income.20  

 

 

 
20 As a robustness check, we ran the regression separately for the first and second-round observations 
and obtained qualitatively the same results.  
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Table 3 Estimation results of 2SLS 

    (1)     (2) (3) (4) (5)   

    
First Stage 

Results     Second Stage Results   

VARIABLES   
log per capita 

remittance income     

log per 
capita 

domestic 
Income  

log per 
capita HH 

expenditure 

log per 
capita new 

saving 
deposit 

log per 
capita loan 
repayments   

               
ECON (Instrumental Variable)   3.997***           
    (0.131)           
               
log remittance income per capita        -0.107*** 0.0987*** 0.0362 -0.0131   
         (0.0346) (0.0126) (0.0321) (0.0339)   
Head's age   -0.0538**     0.0521** 0.0342 0.0523 0.162**   
    (0.0244)     (0.0265) (0.0225) (0.0695) (0.0807)   
  0.000685***   -0.000517* -0.000269 -0.000654 -0.00174**  
  (0.000254)   (0.000266) (0.000210) (0.000648) (0.000758)  
HH size including overseas members   0.104***     -0.0957*** -0.143*** -0.0414 0.0454   
    (0.0311)     (0.0329) (0.0228) (0.0554) (0.0633)   
Head's educational attainment               
     Elementary   1.362***     2.871*** 0.464* 0.0723 -0.132   
    (0.356)     (0.902) (0.279) (0.421) (0.715)   
     General High School   1.614***     3.128*** 0.515* 0.101 -0.0907   
    (0.361)     (0.908) (0.283) (0.462) (0.748)   
     Technical Vocational   1.311***     3.308*** 1.074*** 0.669 -0.324   
    (0.487)     (0.969) (0.332) (0.615) (0.841)   
     Post-Secondary   1.589     2.042* 0.390 1.257 -0.416   
    (1.079)     (1.131) (0.397) (0.799) (0.928)   
     College or more   1.860***     3.533*** 0.946*** 1.451*** 0.589   
    (0.383)     (0.922) (0.297) (0.557) (0.817)   
Head's occupation              
     Manager   -0.0287     0.280 0.213 1.306 0.501   
    (0.144)     (0.207) (0.151) (1.046) (0.762)   
     Professional   0.156     0.441 -0.422* -1.526** -0.912   
    (0.340)     (0.280) (0.252) (0.669) (1.255)   
     Clerical   -0.661*     0.166 0.557 0.758 0.471   
    (0.355)     (0.639) (0.397) (0.975) (1.352)   
     Service   -0.409**     0.701*** 0.137 -0.889*** 0.293   
    (0.164)     (0.241) (0.185) (0.319) (0.559)   
     Agriculture   -0.0154     0.520*** 0.116 0.384 0.456   
    (0.174)     (0.173) (0.0912) (0.316) (0.374)   
     Production   0.138     0.735*** 0.505* -0.788 1.906   
    (0.397)     (0.221) (0.281) (0.643) (1.401)   
Constant   -30.77***     3.850*** 7.594*** 0.0444 -1.265   
    (1.571)     (1.119) (0.625) (1.883) (2.133)   
Barangay fixed effect   YES     YES YES YES YES   
Survey round fixed effect   YES     YES YES YES YES   
               
Observations   1,296     1,296 1,296 1,296 1,296   
R-squared   0.569           
F-test for weak IV (p-value)   990.06 (0.00)               
Robust standard errors in parentheses          
*** p<0.01, ** p<0.05, * p<0.1          
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4. Projections 

     Using the coefficients obtained in the 2SLS estimation we now project the impacts 

caused by the COVID-19 pandemic. To quantify the scale of the economic shocks caused 

by the COVID-19 pandemic on the relevant countries, we use the per capita GDP 

predictions available for each country in 2020 from the International Monetary Fund 

(IMF)’s “World Economic Outlook” published in October 2019 and April 2020 

(Appendix Table 1). The outlook from October 2019 can be seen as a “no-COVID” 

forecast which helps us to construct the hypothetical “ECON” variable in the case where 

a global COVID-19 pandemic had not taken place (column (1) of Appendix Table 1). 

Conversely, the revised outlook from April 2020 can be used to construct the “with-

COVID” economic scenarios that will affect remittances from migrant workers. There 

are two forecasts in the April 2020 outlook: the “with-COVID scenario one” is based on 

the assumption that the COVID-19 pandemic will fade out in the second half of 2020, 

followed by a gradual lifting of containment measures, which corresponds to the 

“baseline” of the 2020 April outlook. The “with-COVID scenario two” assumes that the 

pandemic lasts roughly 50% longer and global output is 3% lower than scenario 1 (IMF, 

2020).21 While some countries might have a downward revision of the GDP prediction 

in 2020 without the COVID-19 outbreak, we implicitly assume that the change in the 

prediction of GDP in 2020 in the two different timings (October 2019 and April 2020) is 

entirely attributed to the pandemic.    

     We compute the predicted values by plugging the hypothetical ECON variables 

constructed using each of the three different GDP per capita forecasts for remittance-

receiving households into our 2SLS estimates. We then compare the mean predicted 

values for the various outcome variables in each projection scenario. The difference 

between using the “with-COVID” and the “no-COVID” scenario captures the potential 

impact of the COVID economic shock on the economic welfare of households. Our 

 
21 The “with COVID” scenario 1 (column (2) of Appendix Table 1) corresponds to the IMF’s baseline 
projection and depends on the assumption that the negative effects are concentrated mostly in the 
second quarter of 2020 (except for in the case ofChina) and 8% of the working days in 2020 are lost 
in heavily affected countries (5% in other countries), which is exacerbated by tighter financial 
conditions, weaker external demand, and poorer terms of trade caused by stagnant commodity prices 
(IMF, 2020). The “with COVID” scenario 2 corresponds to the IMF’s alternative scenario (column (3) 
of Appendix Table 1) in which the GDP growth rate is uniformly reduced by 3 percent from scenario 
1 as the GDP estimates in the alternative scenario are not available by country.  
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prediction depends on several assumptions. First, we assume that the adverse effects 

caused by the COVID-19 pandemic through a variety of factors including restricting 

migrants by way of a ban on international movement, limiting remittance transactions by 

labelling it a non-essential activity, and a stagnant economy of host countries, is 

summarized in a negative change in per capita GDP; this is then used to construct the 

ECON variable at the first stage regression. Second, in the projection of the potential 

impact on expenditure, savings, and loan repayments, we do not consider the 

compensating effect of domestic income on the decline of remittances sufficient to 

smooth changes in overall income levels, which was shown by Column (1), Table 2 and 

Column (2), Table 3. This assumption is reasonable given that the Philippine economy is 

also seriously affected by the pandemic; the GDP growth rate for 2020 is projected to be 

negative 1.7% (IMF, 2020). 

     Table 4 shows the predicted potential impacts of the COVID-19 pandemic. Column 

(1) shows the effect of using the “with-COVID scenario 1”. We observe that the negative 

impact of the pandemic on remittances is serious, with a decline of 23.2%. In monetary 

value, the average monthly remittance of 2,670 PhP projected under a non-COVID 

scenario, may decline to 2,051 PhP. This result, which is based on our microdata, is quite 

comparable with the World Bank’s forecast of a 19.7% global decline in remittance for 

the year 2020 based on macro data. In this case, household spending per capita would 

decline by 2.2%. Column (2) reports the impacts of the pandemic using the “with-COVID 

scenario 2”. We see that the adverse effects are more pronounced; the negative effect on 

remittances is 32.4% for all households. Household spending per capita would reduce by 

3.3%, which would likely put significant negative pressure on household living standards.  

     In sum, our predictions show that remittance inflow will decrease by 23-32% and 

household spending per capita will decline by 2.2-3.3% in the space of one year during 

the COVID-19 pandemic. There is a growing uncertainty about how the COVID-19 

pandemic is affecting the world economy and it is difficult to forecast the consequences 

of the disaster. The potential impacts we presented, must therefore be understood in 

conjunction with a number of reservations, which we set out below.  

First, we use household data from heavily remittance-dependent regions in the 

Philippines prior to the outbreak. Thus, our estimates do not necessarily conform to the 

average in the Philippines. As we discussed, the households which dropped from the  
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Table 4 Potential impacts on household welfare  
 

 2020 forecast, pesos per month  Percent changes 

  

 
No-COVID With-COVID 

Scenario 1 
With-COVID 

Scenario 2 

 
With-COVID 

Scenario 1 
With-COVID 

Scenario 2 

          
Remittances  2,670.2 2,051.3 1,804.9  -23.2 -32.4 
Per-capita household expenditure 5,066.3 4,956.0 4,897.0  -2.2 -3.3 
Savings Deposit (new saving) 3.87 3.84 3.83  -0.6 -0.9 
Loan repayment 1.57 1.58 1.59  0.9 1.4 

Note: This table summarizes the difference of projected outcomes between the non-COVID scenario and the two 
with-COVID scenarios (scenario 1 and scenario 2). 
Scenario 1 is based on the IMF baseline projections for per-capita GDP growth for 2020, assuming that the pandemic 
fades in the second half of 2020. 
Scenario 2 is based on the IMF alternative projections for per-capita GDP growth for 2020, assuming that the 
pandemic lasts longer in 2020. 

 
 
sample during the survey period enjoyed larger household spending and the heads of 

households were older. Our projection therefore depends on a sample of households in 

lower income distribution in remittance-dependent municipalities.  

     Second, our projection is based on the 2020 IMF outlook. Thus, we capture a short-

run effect of the COVID-19 pandemic on household welfare. The negative impact would 

be more serious if we consider it over a longer horizon. Indeed, IMF (2020) provides 

more severe scenarios assuming that there is a second outbreak in 2021 that is roughly 

two-thirds as severe as in the baseline, or that it takes longer to contain the outbreak in 

2020 and that there is a second outbreak in 2021. Under those more devasting scenarios, 

the effect of the COVID-19 pandemic would be non-linear and more detrimental to the 

economy.  

     Third, we summarized all aspects of the virus outbreak into a change in per capita 

GDP. There are several channels for international transmission of the COVID-19 

pandemic through a ban on international movement, limiting remittance transactions by 

deeming them a non-essential activity, and a stagnant economy in host countries. While 

we implicitly assume that the former two components are also captured by change in per 

capita GDP, we may need to take a more nuanced approach using data on international 

restrictions on travels and remittance transactions.  
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    Fourth, migration and remittances depend on a serial decision-making process 

within a household, which involves several selection steps; whether to migrate or not, 

who migrates where to get which job, whether to stay abroad permanently or seasonally, 

and whether or not to remit money home and if so, how much. In this paper, we boldly 

sum up all of these complex processes into one variable - the amount of remittance. 

Disentangling the effect of the COVID-19 pandemic on these different steps in the 

migration process, is no doubt an important agenda for future research. 

5. Conclusion

This paper explores potential impacts of the COVID-19 pandemic on the welfare

of households in the Philippines, a remittance-dependent country that is likely to be 

exposed to external shocks. We utilize a household-level dataset in heavy migrant-

dependent regions before the outbreak in the Philippines. We estimate the effect of 

adverse macroeconomic shocks in destination countries on remittance levels and 

household living standards and use the estimates to gauge the potential impact of the 

COVID-19 pandemic using a revision of the 2020 GDP projection made by the IMF’s 

World Economic Outlook. Our projection shows that remittance inflow will decrease by 

23-32% and household spending per capita will decline by 2.2-3.3% in one year as a result

of the pandemic. 

The pandemic is still ongoing and the situation in the Philippines and destination 

countries is rapidly changing. We acknowledge the difficulty of forecasting the adverse 

effects it may have but we believe that our projection could be useful for academics and 

policy makers. Future research should use the actual data in migrant-sending countries 

after the COVID-19 outbreak to quantify the adverse effects on household living 

standards. While it is not easy to conduct a survey during the pandemic, together with our 

projection, this line of research will be very informative for future policy responses.  
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Appendix Table 1 GDP per capita in the IMF Scenarios for 2020 in no-COVID and 
with-COVID cases 

(Per-capita GDP, constant 2010 USD) 
  (1) (2) (3) 

 2020 Scenarios 

  no-COVID with-COVID 1 
with-COVID 

2 
Australia 56,768 52,449 50,766 
Austria 49,751 45,528 44,054 
Bahamas 27,385 25,650 24,836 
Bahrain 22,348 20,932 20,268 
Belgium 47,287 43,273 41,872 
Brazil 11,111 10,342 10,012 
Canada 51,560 47,314 45,780 
China 7,710 7,374 7,155 
Cyprus 31,110 28,995 28,076 
Denmark 63,674 58,154 56,272 
Egypt 2,845 2,665 2,581 
France 43,432 39,819 38,529 
Germany 47,480 43,633 42,225 
Hong Kong 39,206 37,042 35,904 
Israel 34,585 32,394 31,367 
Italy 35,344 31,975 30,922 
Japan 48,826 46,114 44,661 
Jordan 3,295 3,086 2,988 
Kuwait 33,693 31,558 30,557 
Lebanon 6,334 5,933 5,744 
Macao 58,285 55,069 53,376 
Malaysia 12,175 11,530 11,178 
Norway 92,922 84,866 82,119 
Oman 16,196 15,199 14,717 
Palau 12,255 11,467 11,103 
Phillipines 2,994 2,835 2,749 
Qatar 64,269 60,196 58,287 
Russia 11,688 10,850 10,506 
Saudi Arabia 20,735 19,825 19,204 
Singapore 59,635 55,379 53,677 
South Africa 7,446 6,938 6,714 
South Korea 27,015 25,524 24,740 
Spain 32,735 29,571 28,603 
Sweden 58,228 53,180 51,459 
Taiwan 25,213 23,822 23,090 
United Arab Emirates 41,105 38,500 37,279 
United Kingdom 43,398 40,000 38,710 
United States 54,157 49,941 48,341 
  

 
Note: Scenario "no-COVID" is based on the IMF's projection of GDP in 2020 as of October 2019. 
Scenario "with-COVID 1" is based on the IMF projections for per-capita GDP growth for 2020 as of 
April 2020, assuming that the pandemic fades in the second half of 2020. 
Scenario 2 is based on the IMF alternative projections for per-capita GDP growth for 2020 as of  
April 2020, assuming that the pandemic will last longer in 2020. 
Source: World Development Indicators and World Economic Outlook    
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Which measures flattened the 
curve in Germany?1

Enzo Weber2

Date submitted: 26 May 2020; Date accepted: 28 May 2020

We evaluate the effects of containment measures on flattening the 
COVID-19 infection curve in Germany. Constructing a regional daily 
panel dataset, we make use of the fact that different containment 
measures were implemented by the German state governments at 
different times and not uniformly nationwide. The results show that 
the cancellation of mass events, school and childcare closures and 
curfews played an important role, just as further unobserved factors 
beyond government interventions. In contrast, we find only limited 
evidence for additional effects of the closures of service sectors in 
public life.

1 I am grateful to Tobias Hartl, Maximilian Studtrucker and Anja Bauer for support. Of course, any errors are 
mine.

2 Head of Research Department, Institute for Employment Research (IAB), and Full Professor, University of 
Regensburg.
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1. Introduction 

In spring, the corona virus spread exponentially in many countries. During the second half of 

March, in Germany, as elsewhere, comprehensive containment measures were taken. In the 

public sector, for example, companies and institutions in sectors such as hotels and 

gastronomy, retail or culture and leisure were closed. Furthermore, childcare and schools 

were discontinued and mass events prohibited. The borders with most neighbouring 

countries were closed, followed by contact restrictions and curfews.  

Since then, the growth rate of confirmed COVID-19 cases in Germany has declined sharply 

(Hartl et al. 2020a). In the meantime, worldwide there is intensive discussion about relaxing 

the measures. The key task is to develop a strategy for reactivating the economy without 

risking a medical overload (Baldwin 2020). The effects of such an easing will only become 

apparent over time. However, it is already of great importance to determine which 

measures played what part in containing the virus. That is the aim of this article. 

Methodologically, we make use of the fact that different containment measures were 

implemented by the German state governments at different times and not uniformly 

nationwide. The resulting temporal and regional variation in the introduction of the 

measures allows us to estimate the effects on slowing down the spread of the virus. This 

approach complements recent studies on epidemiological modelling such as Ferguson et al. 

(2020) or Dehning et al. (2020) and on estimating containment effects in an international 

cross section (e.g., Banholzer et al. 2020, Jüni et al. 2020, Deb et al. 2020). While the latter 

studies may benefit from larger data variation, a regional approach on a national basis has 

advantages such as comparable epidemiological conditions and institutional regulations. For 

instance, due to homogenous school systems and social infrastructure, similar cultural 

events, and a uniform standard of living across the German federal states one can expect the 

implemented policy measures to exhibit a comparatively similar impact on the cross-

sectional observations. 

The paper is structured as follows. The next section introduces the data on infections and 

containment measures as well as the methodology. Section 3 presents the result. The last 

section concludes. 
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2. Data and Methods 

We use as dependent variables in a panel estimation the confirmed COVID-19 infection 

cases of the Robert Koch Institute by German federal states. Figure 1 shows the daily time 

series from the 15th of February to the 4th of May for Germany on a logarithmic scale; for the 

analysis at the federal state level we use available data from the 11th of March onwards. The 

16 time series are presented in Figure 2 in the Appendix. 

Hartl et al. (2020a,b) find in their trend break analyses a reduction in the growth rate of 

confirmed cases of infection in Germany by 13 percentage points on the 20th of March and 

by a further eight percentage points on the 30th of March. Such a flattening is also clearly 

visible in the data for the federal states. We seek to determine which concrete measures led 

to this flattening. 

 

Figure 1: Confirmed cases of COVID-19 infections (Robert Koch Institute), logarithmic scale 
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The time series are modelled with loglinear difference equations, similar to Hartl et al. 

(2020b). As explanatory variables we use the different containment measures. Specifically, 

we create indicators that assume the value 0 and 1 as soon as the respective measure comes 

into effect in the respective state. The regression coefficients then indicate by how many 

percentage points the daily infection growth rate has changed as a result of the respective 

measure. The containment measures per se were usually very similar in the different states, 

so that we focus on differences in the timing. 

We look at closures of service sectors in public life, schools and childcare, mass events (over 

1.000 participants), the closure of external borders (with Austria, Belgium, Denmark, France, 

Luxembourg, and Switzerland) and curfews1. The former cover retail, accommodation, 

gastronomy, cinemas, trade fairs/events, other education (such as music schools etc.), 

art/entertainment/recreation and hairdressers/cosmetics. The data by federal state were 

determined in the course of a comprehensive search and compiled in a data set 

(Bauer/Weber 2020). Table 1 shows for the measures the average date of entry into force 

(with one decimal place) as well as the standard deviation in days across the federal states. 

  

                                                      
1 Depending on the federal state, for example, contact with more than one person outside one's own 
household was prohibited in public spaces, or one was only allowed to leave one's own home for a valid 
reason. 
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Table 1: Time of occurrence of the containment measures in the federal states 

Measure Entry into force 

average date [march] 

Standard deviation 

Mass events 11.2 0.91 

Schools/Childcare 16.4 0.73 

External borders 16.0 * 

Curfews 22.8 1.17 

Arts/Entertainment/Recreation 16.9 1.63 

Cinemas 17.3 2.35 

Other education 17.5 1.03 

Trade fairs/Events 17.6  1.97 

Retail 18.0 0.82 

Accommodation 18.6 2.22 

Gastronomy 20.8 1.43 

Hairdressers/Cosmetics 22.6 1.37 

* The borders to Belgium, Denmark, France, Luxembourg, Austria and Switzerland were 

closed from the German side on the 16th of March. The indicator applies to the neighbouring 

federal states, where the main effects would be expected – also in view of the fact that the 

long-distance travel had already declined significantly during the data period. We also 

applied a scheme weighting the indicator for all federal states according to the distance of 

their capital to the next affected border. However, such weighting deteriorated the model 

fit. The borders with the Netherlands, Poland and the Czech Republic were not closed from 

the German side. Notwithstanding, it does not lead to relevant differences in the results if 

the indicator is additionally applied to the neighbouring federal states. 

 

The effects of the measures can only appear in the data of confirmed cases of infection with 

a delay. This results, amongst others, from the incubation period (Lauer et al. 2020, Linton et 

al. 2020) and the duration for the test and data collection. We allow the measures to have a 

lasting effect from 𝑞 days after entry into force, which can build up over 𝑟 further days, e.g., 
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due to varying incubation periods. We determine the optimal time span within a range for 

𝑞 + 𝑟 from 5 to 16 days (following information from the Robert Koch Institute). For this 

purpose, we refer to the Bayesian information criterion that weighs the fit to the data 

against the model complexity. This leads to 𝑞 = 7 and 𝑟 = 8 additional lags. While this 

choice is optimal from a statistical perspective, in robustness checks we found no substantial 

impact of varying the delay parameters within a sensible range. We allow for separate lag 

structures for the packages of containment measures that became effective within the same 

week. 

In general, it is likely that factors other than the indicators considered influence the 

infections, such as changed behaviour at the workplace or decreasing mobility. Similarly, 

changing testing behaviour and capacity may be relevant – whereas a general degree of 

underreporting would cancel out since we use growth rates. To take into account such 

effects, we include linear federal-state-specific trends and three autoregressive lags of the 

endogenous variables. In addition, fixed effects for the federal states are considered. These 

controls account for any differences between the federal states as well as permanent and 

temporary developments over time. These terms have the advantage of controlling for a 

multitude of potentially relevant factors that are unobservable. The modelling therefore 

does not force the flattening of the curve to be explained by the containment measures. 

The resulting panel equation for state 𝑖 reads 

𝑦𝑖,𝑡 = 𝜇1,𝑖𝑡 + 𝜇2,𝑖 + 𝜇3,𝑖𝑑𝑡 + ∑ 𝛼𝑗𝑦𝑖,𝑡−𝑗 + (1 + ∑ 𝛾𝑘𝐿𝑘𝑟
𝑘=1 )𝑋𝑖,𝑡−𝑞𝛽 + 𝑢𝑖,𝑡 𝑝

𝑗=1 ,   (1) 

where 𝑦𝑖,𝑡 holds the growth rate of confirmed corona infection cases for state 𝑖 = 1, … 16 at 

time t, 𝜇1,𝑖 accounts for a state-specific linear time trend, while 𝛼𝑗 are autoregressive 

coefficients. Note that since our number of observations in the time domain is considerably 

high and autocorrelation will be rather low, one can expect the Nickell bias not to be an 

issue here. The row vector 𝑋𝑖,𝑡 holds the policy measures from Table 1 in its columns, while 

beta is a row vector holding the coefficients. 𝐿 is the lag operator and 𝛾𝑘 are the weights for 

the 𝑟 further lags of the policy measures. 𝑑𝑡 holds day-of-the-week effects that typically 

occur in reported infection data due to institutional reasons. 𝜇2,𝑖 represents the fixed effect 

and 𝑢𝑖,𝑡 is a state-specific disturbance term.  
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3. Results 

We estimate equation (1) by feasible generalised least squares correcting for 

heteroscedasticity and contemporaneous correlation of the residuals and use White 

standard errors. We report total effects, i.e. (1 + ∑ 𝛾𝑘
𝑟
𝑘=1 )𝛽/(1 − ∑ 𝛼𝑗) 𝑝

𝑗=1 , which mirror 

the full impact of the containment measures reached once adjustment is completed. 

As shown in Table 1, the category of closures of service sectors is divided into eight 

variables. Due to the temporal proximity of various overlapping measures, naturally there is 

high multicollinearity in the data.  In such situations, the possibilities of clearly distinguishing 

all effects can be limited, and small sample variation can lead to mutually offsetting 

estimates. Particularly, any positive values would have to be offset by other negative effects 

that could be unduly inflated. In order to avoid these issues, we constrain the sector closure 

effects to be non-positive. This seems sensible since we can safely assume that the closures 

do not increase infections. 

The results with total effects and standard errors (computed using the delta method) are 

shown in Table 2. 
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Table 2: Panel regression of the growth rate of confirmed corona infection cases on 

containment measures 

Measure Total effect Standard error 

Mass events  -0.067 0.005 

Schools/Childcare  -0.082 0.007 

Curfews -0.035 0.008 

Retail 0 * 

Accommodation -0.004 0.005 

Gastronomy -0.019 0.006 

Other education 0 * 

Cinemas 0 * 

Trade fairs/Events 0 * 

Arts/Entertainment/Recreation 0 * 

Hairdressers/Cosmetics -0.002 0.008 

External borders 0.018 0.031 

* Coefficients hitting the non-positivity constraint. 

 

According to the estimates, school and childcare closures, the prohibition of mass events 

and curfews played a major role in containing the spread of the virus. These effects have a 

high statistical significance (with p-values<0.01). School and childcare closures reduced the 

growth rate of confirmed infections by 8.2 percentage points, while stopping mass events 

stands for 6.7 percentage points. The curfews account for 3.5 percentage points. This impact 

might be limited by the fact that that public life was already significantly restricted when the 

curfews were introduced. 

By contrast, the closure of most of the service sectors reveals no dampening effect on the 

growth rate of infections. Exceptions are gastronomy2 and potentially accommodation. 

While the former reach statistical significance, the total effect is lower than for the above-

                                                      
2 A further even finer differentiation into restaurants and bars/clubs would not alter the other estimation 
results. 
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mentioned measures.3 For the closures, naturally also the size of the sectors plays a role, e.g. 

for gastronomy compared to a rather minor subsector such as cinemas. An insignificant 

effect (p-value>0.1) can be seen in the case of border closures. Naturally, the situation could 

have been different, had the borders been closed earlier, e.g. before the winter holidays 

(returners exerted a special effect on the confirmed infections visible in Figure 1 in early 

March before the start of our regional sample). 

The effect of school and childcare closures can work via avoided infections in these facilities 

themselves, including chains of infection. By the same token, it could be reinforced by 

parents staying away from their workplace for childcare reasons. Estimates of the amount of 

work lost in Germany due to the closures can be found in Wanger/Weber (2020). Childcare 

and the different types of schools were normally closed on the same day. Therefore, in this 

regard no further differentiation of the effects is possible within the underlying framework. 

The model presented here considering the concrete measures quite accurately mirrors the 

overall flattening of the infection curve. Thereby, also the federal-state-specific linear trends 

play a role: on average, they have reduced the growth rate in the model by 0.1 percentage 

points per day, or 5.2 percentage points over the whole sample. So, while other factors also 

apparently played a role in the flattening, in sum the estimated effects of the measures 

considered here are predominant. We also checked still more flexible specifications, e.g. 

allowing for a trend break on the 20th or 30th of March, the break points found by Hartl et al. 

(2020a,b). This led to only slightly weaker effects of the containment measures. 

The results can be compared to some recent or parallel studies (without claim of 

completeness). Jüni et al. (2020) also find a major impact of school closures, restricting mass 

gatherings, and social distancing rules on the spread of the corona virus, where social 

distancing rules were defined as any measure that prevented small gatherings of ten or 

fewer individuals. In a further cross-country study, Banholzer et al. (2020) find similar effects 

for curfews (in their study: gathering bans and lockdowns), but a higher impact of venue 

closures and border closures (where no closure was specified for Germany) and a smaller 

impact of school closures. Deb et al. (2020) state that containment measures have been, on 

                                                      
3 In an estimation without the non-positivity constraints, the sum of all sector closure effects is insignificant at 
the one percent level. 
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average, very effective, including gathering restrictions and school closures. Ferguson et al. 

(2020) conclude that while the effectiveness of any one intervention in isolation is likely to 

be limited, multiple combined interventions would have a substantial impact on 

transmission. The findings of Dehning et al. (2020) mirror our results in that three 

intervention packages including the cancellation of large events, the closing of schools and 

childcare and the contact ban reduced the spreading rate. 

 

4. Conclusion 

Based on empirical data, we estimate the effects of different containment measures on 

COVID-19 infection growth in Germany. The results indicate that the flattening of infections 

is associated with the prohibition of mass events, school and childcare closures as well as 

curfews. In addition, further unobserved factors played a role. Regarding the economic 

shutdown, we find no effects of the closures of most service sectors in public life measurable 

on an aggregate level. Exceptions are gastronomy and potentially accommodation, but with 

comparatively limited effects. 

The future of the containment strategies is currently subject to debate. Thereby, opening 

schools and childcare is of immense importance from a social, educational and labour 

market perspective. In this regard, our results indicate that effective concepts to prevent 

infection are key. The same is true in view of the relaxation of curfews for the public space. 

Mass events, for example in sports, must still be viewed critically. According to our results, 

however, there could be good chances that a controlled opening of service sectors in public 

life is possible without a considerable increase in the number of infections. 

This is to be seen in relation to the drastic downturn of labour markets in many countries. 

The lockdown effects on the economy and the labour market (e.g. Bauer/Weber 2020, 

Coibion et al. 2020) show that all possibilities must be explored in order to reconcile 

adequate control of the spread of the virus with economic activity. Bauer/Weber (2020), for 

example, find that via more layoffs and fewer new hires, the shutdown measures in 

Germany caused more than half of the short-run unemployment effect of the crisis. 

214
C

ov
id

 E
co

no
m

ic
s 2

4,
 1

 Ju
ne

 2
02

0:
 2

05
-2

71



COVID ECONOMICS 
VETTED AND REAL-TIME PAPERS

With regard to the discussed results, it should be noted that all measured effects of 

empirical investigations apply under the conditions that prevailed during the observation 

period. This includes the sequence of containment measures. For example, the effect of 

curfews might have been stronger if they had been introduced before other measures in 

public life. Or closures of public venues might have shown a larger effect if it had happened 

before people adjusted their behaviour. Nussbaumer-Streit et al. (2020) indicate that the 

combination of different measures might increase their effectiveness. Therefore, the effects 

of any opening steps should be monitored and empirically examined in order to collect 

further evidence.  
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Appendix 

Figure 2: Confirmed cases of COVID-19 infections (Robert Koch Institute) by federal states, logarithmic scale 
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